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Abstract

Data is a term that is currently making massive waves amongst media and news media. With stories like the Iraq War Logs, it made its way onto the journalistic stage. Due to that, the purpose of this thesis is to investigate the characteristics of data journalism and its effects on journalism. Therefore, the related project is designed to make use of current models in order to find out what it takes through practical use. Furthermore, the conducted case study aims to determine the usage and acceptance by the audience of the social network Twitter and in particular the Millennials.

The subject of the study was the produced visual data outcome and the feedback given by citizens and especially consumers/users of Twitter. The data for the study was gathered through a quantitative image type analysis and the record of retweets and favorites.

These data support the view that data journalism with its visual results appeal to the audience and the characteristics of the Millennials. Additionally, it was concluded that the basic attitude of journalists will not change but the tools and skills need to be implemented in the newsroom and the work process of the storytelling journalist that, as a result, will promote watchdog and citizen journalism.
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1. Introduction

“Journalists who master this will experience that building articles on facts and insights is a relief.” (Gray, 2012, p.4)

1.1. Introduction

The task of journalism and media is more than keeping the citizens informed. They play a far more important role in the democratic societies by acting as a *watchdog* and monitoring the activities of public institutions and processes. Already in 1922, Lippmann discussed the role of media to form a public opinion stating that the news media represents the primary source for the public perception of the global events. In reference to this McCombs and Shaw (1972, p.176) supported the responsibility of mass media with their theory of the Agenda-Setting and further pointed out that “mass media have a significant impact on our focus attention” (McCombs, 1981, p.121). This responsibility of news media needs a certain amount of credibility, which it lost over the past. The Pew Research Center (2012) observed the development of the credibility of news organizations.

Although, the study puts its focus on the U.S. market, it can be said that this process also happens elsewhere and is a general phenomenon (Rosen, 2012), as for example in Germany. To this conclusion comes a recent survey made by *YouGov* for the online edition of the German newspaper *Die Zeit* (ZEIT ONLINE, 2014), which is about German media and the conflict with Russia and revealed that the trust in German news media is suffering as well. In detail, it points out that almost every second German (47%) mistrusts the media, believing that news media is biased towards politics. While only 40% think media is objective and independent and 13% do not have an opinion on the topic, or do not know whether they believe the news or not. Since this example is focused on a specific event, a survey by the think tank *GfK Verein* (2014) took a more general approach looking at the trust in professional groups. The report drew a similar picture and shows, only around four out of ten people (37%) trust journalists, and institutions that should have a higher reputation to be a *watchdog* over government, companies and other institutions.
Furthermore, with the appearance of the World Wide Web, the amount of information and data exploded and is rising every minute. For example, reading this first part takes around one minute. During this minute an amount of 1.354.440 GB (Pennystocks, 2015) was transferred over the Internet and the size is growing as you continue to read. To make this huge number more tangible the storage of one IPod touch with 128 GB would be filled with 18.286 songs in 0,00567 seconds. To put differently, during the six months that it took to write this thesis, more than 2.8 billion IPods were filled with over 51 trillion songs, which theoretically results in a playlists that could run for almost 322 million years without playing a song twice.

So, resulting the massive increase of information journalists have to adapt to make use of this big data, which has become increasingly important over the last two decades. A new tool to work with this digital information is data journalism. It represents a journalistic approach, which uses data to create stories and supports them with tables or visualizations. However, this new tool is challenging the traditional approaches to make and present news, because as Troy Thibodeaux (2015), editor at the Associated Press wrote “data journalism describes neither a beat nor a particular medium (…), but rather an overlapping set of competencies drawn from disparate fields.”

Before continuing with the thesis, the term (data) visualization in this paper is meant to describe all forms of data visualization, which also includes for example more complex infographics. To be more precise, all forms of visualization of data or visual elements to show a hierarchy or to differentiate. It is important to distinguish since paintings or photographs represent technically visualizations but are not meant and talked about.

1.1.1. Motivation and purpose of research

Conversations about data journalism easily show that the majority of people do not have a clear idea about what it is and usually guess the components it consists of - data.

Data journalism is considered a rather young discipline, which is tightly connected to a computational approach to journalism. Due to this young age, the data journalistic process is still described very vaguely, this field is in need for guidelines and support for journalist who are motivated to move and work in this field. However, data journalism

---
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increased a lot in the past years and pioneers like *The New York Times* and *The Guardian* even created specialized websites and accounts on social networks to cover this fast evolving field. As a matter of fact, news media is trying to adopt and implement data journalism, which is currently very trendy, but represents a serious approach to regain the credibility and trustworthiness of journalism and inform the readers in an appealing way by making use of the characteristics of “precision journalism” (Meyer, 2002).

The importance of the Internet for data journalism was already mentioned but there is another element, which is challenging journalism - social networks such as Twitter or *Facebook*. In a study by Kwak, Lee, Park and Moon (2010) they conclude that especially news accounts on Twitter can be more powerful than traditional news media.

However, closely linked to social networks are in particular younger age groups like the Millennials and Generation Z. Due to that, a second focus is put on the relation between data journalism, social networks and Millennials. Hence, a research of the potential of the social network Twitter as a tool for data journalism and the feedback from the audience regarding data journalistic products was the point of interest.

### 1.1.2. Structure of the thesis

The structure consists of the three main parts: introduction, development and the conclusion that includes subchapters to simplify the reading experience and orientation. Furthermore to increase the reading experience each chapter is summarized in a short in the end of each chapter.

In the introduction, the reasons, approach, idea and motivation to do research in the field and write about data journalism and data visualization, are stated. In fact, the field of data journalism, as it is currently being used can be considered a young discipline, the main body or development covers different parts and presents the basic facts and knowledge that are necessary to understand the topic. The development, is divided into two main parts:
1. Data journalism
   - *Theoretical framework*
   - *Example of use - Dark Horse Vietnam*

2. Current state of data journalism on social networks
   - *Theoretical framework*
   - *Case study - data visualization on Twitter*

*Part 1* is a represents the theoretical framework to data journalism by presenting, describing and explaining approaches and terms linked to data journalism and visualization. In accordance to these models the example of use, the data story *Dark Horse Vietnam* is put into practice and what this new form means for journalism.

Within *part 2* the focus is put on social networks and the characteristics of the so-called Millennials to provide the fundament for the case study. It considers the power of social networks and mobile application and investigates the use of data visualizations on Twitter by three pioneering newspapers in the field of data visualization.

The final stage of the thesis, the conclusion, picks up the main points and arguments to close the circle in order to answer the research questions and give an outlook. Moreover, perspectives of data journalism are discussed and brought into perspective according to findings of this thesis and other sources.

### 1.1.3. *Research method*

The general research method to this thesis was similar to a journalistic story, by using the strategy of concentric circles. That means relevant literature, important authors and key player in the field of data journalism were investigated and used to build a theoretical framework for this thesis (Krämer, 1999, pp.33-48). Additionally, in order to reach a conclusion for the thesis an inductive reasoning was used. The aim of the use was to explore whether data journalism and its visual products offer a way to reach and involve the audience, in particular Millennials. Due to that, the overall method used for this thesis is the concept of the grounded theory, which is all about data collection and analysis. The aim of this strategy is to construct a theory that is grounded in the data (Glaser & Strauss, 1967). The systematic process for qualitative research has an exploratory ap-
approach and its assumption that ideas emerge from data or information. Therefore, different studies were taken into account, in order to examine the development and answer the research questions. Meanwhile, the reasoning bases on three parts and observations made during the research. The first part is the theoretical part, in which studies and models are presented, while the second part puts the models to the test in the example of use Dark Horse Vietnam. Finally, the third part explores the consumer but also the producing side with the case study, which takes the theoretical framework into consideration. The case study is a social network analysis about the use of data visualization on Twitter by three different news media representatives. It furthermore is a quantitative image type analysis that focuses on the visual data journalistic products. The categorization into image types is a central component of this method (Grittmann, 2001, p.277) and the priority is put on the message of the image (Grittmann & Ammann, 2009, p.144).

1.1.4. Research question

As a matter of the fact, that this thesis combines two projects, the approaches are two different ones. The purpose of the first part is to gain an insight into the current state of data journalism, while making use of the research results in a practical form. The aim was to investigate required skills and knowledge in order to engage in data journalism. Meanwhile, the focus of the second part is the attractiveness of images or more specifically data visualizations in combination with their use by three major news companies on the social network Twitter. The goal was to find out what the current state of the use is, while the question was raised to what extend news companies already make use of this possibility. In order to, find out if data visualizations can be used as a tool to spread information and knowledge on social networks and appeal to the audience, the main question was: How did the promotion and feedback of the visual results of data journalism develop on Twitter over the last years?

Finally, the thesis presents various reasons why data journalism should be adopted by journalists and news organizations. In addition, it will look at the role of Millennials in connection to data journalism and its development. Furthermore, an outlook on the perspectives and future of data journalism is given.
1.1.5. Research boundaries

During the research and gathering of data different boundaries, problems and difficulties appeared. The biggest obstacle that had to be overcome was to develop a reliable parameter to filter out data visualization. Since, the case study focuses on visual content the research happened mostly on a manual base. This procedure is prone to errors due to a human error. As a result of this problem, the gathered data was double-checked. The reason why no reliable API or search parameter could be developed was that the content of images could not be filtered. Furthermore, some data visualizations were included within the tweet as a Link.

2. Development

In the following, the principles and models of data journalism are presented and explained to form a fundament and understand what data journalism is about and why it matters (Part 1). Furthermore, the elements of the conducted case study are clarified; the study is further described and finally analyzed (Part 2). In addition, the work process with the different tasks was recorded and visualized and can be seen in the Appendix 1.

Part I

This part puts the focus on data journalism and provides the theoretical framework for a better understanding of the term and to put the data story Dark Horse Vietnam into practice.

2.1. Data Journalism

Data became an important element in our everyday life and is all-around, for example when taking the metro, shopping online, using loyalty cards, paying by credit card or simply visiting the doctor. In all of these cases, chances are high that, data is collected and analyzed by software, which is why big data became significantly important to understand customers, clients or patients. Moreover, the possession of such big data that describes large and complex sets of data, means potential revenue for different companies. In other words and to refer to the example of IPods, big data is for example a da-
Data journalism has already proved its right of existence for example when Julian Assange’s WikiLeaks published the U.S. military logs of the war in Afghanistan (Afghan War Diary or the Iraq War Logs). Another example is the origin of the still ongoing N.S.A. surveillance scandal, which is part of the global surveillance disclosures leaked by Edward Snowden and first published by The Washington Post and The Guardian. In accordance to these revelations, WikiLeaks creator Julian Paul Assange picked up this new situation for journalism and stated in an interview with the U.S. American magazine The New Yorker that he wants “to set up a new standard: scientific journalism” (Khatchadourian, 2010). The term means, referring to Assange, that journalists should present and publish the data, which forms the fundament of the research and story. He further emphasizes the imbalance of power in which the audience is not able to verify the news or what they are being told, which leads to an abuse of the power by the journalists amongst others. So, by giving the background information, the audience can replicate, check and verify the data. This approach to journalism is strongly related to Philip Meyer’s idea of precision journalism that is explained after the terminology of data journalism.

2 256.337.444.571.434 columns
3 Bundesnachrichtendienst
4 National Security Agency
2.1.1. Terminology

Although, data journalism is often described as a quickly evolving and growing area (Gray, 2012), it is not well defined yet. Due to this, many approaches to define data journalism and opinions about what it is and which components it includes can be found.

Certainly, the term data journalism seems rather simple to define and in a broad sense it can be described as journalism done with data. For example Paul Bradshaw, author of *Scrapping For Journalist* and online journalist, said that data journalism is a matter of approaching data and “(...) the compilation of data is what defines it as an act of data journalism” (Bradshaw, 2011). Furthermore he states, “[d]ata can be the source of data journalism, or it can be the tool with which the story is told - or it can be both” (Gray, 2012, p.3). So, it either begins with a question, which then needs data to be answered or a dataset that needs to be investigated and questioned.

Also Steve Doig, the Knight Chair in Journalism of the Walter Cronkite School of Journalism of Arizona State University, thought about the concept of data journalism and described it as another way of gathering information, formulating that (Remington, 2012):

“It’s the equivalent of interviewing sources and looking at documents, except with data journalism you are essentially interviewing the data to let it tell you its secrets (…).”

*The Citizens Campaign* provided another, more general, definition by stating that (Skowronski, n.d.):

“Data Journalism is when we use public data and statistics to tell a story. With the development of modern technology and an increase to access to information in a digital format - it is now possible to extract more information from public data.”

In reference to one of the pioneers of data journalism and creator of *The Guardian Datablog*, Simon Rogers (2013, pp.277-278), data journalism has a variety of styles “from visualisations to long-form articles”, which means it can be presented in words or in a graphical way. He further emphasizes that the fundament, which all data stories have in common are numbers and statistics with the goal to create a story from that.

These approaches already show the difficulties of journalists and experts to clearly define data journalism. In fact, the same problem occurred when the associate professor Cindy Royal and lecturer Dale Blasingame (both from the School of Journalism and
Mass Communication at the Texas State University) asked several journalists to define the term at the International Symposium on Online Journalism in Austin, Texas. The same Q and A showed that it was easier for the participants to name the elements and process of data journalism, which are both important in order to understand data journalism. According to Prof. Dr. Ralf Spiller and Prof. Dr. Stefan Weinacht (2014, pp.411-433), the core features of data journalism are: “(...) the collection, analysis and preparation of digitized information with the aim of a journalistic publication”. As a matter of fact, Simon Rogers (2013, pp.308-309) describes and summarizes the important content and parts of data journalism, which in Open data journalism: how it can work best:

1. **Expose the data behind the story**
   Journalism should reveal something new about the world and be timely. By that he means that the audience and people care to become part of the story.

2. **Provide the key data people need**
   With all of the data available it is the journalists task to curate key numbers. Research and selection of data is an essential part a journalist’s job and combining these skills helps the audience to find what they are looking for.

3. **Make it personal**
   The data should allow the user to see how it affects their lives. In particular, when the data is very “granular” the journalist can bring it to life by personalizing it.

4. **Anyone can do it**
   With all the free tools out there it is easy to visualize and analyze data. In the end, the key skill is to know whether something is a story or not.

5. **Make our data open**
   A journalist should publish the data in a format, which anyone can use.

6. **“Do what you do best, and link to the rest”**
   As Jeff Jarvis said “There’s bound to be someone out there doing something amazing - why not be open enough to embrace that?” (Rogers, 2012, p.309)

7. **Free data now**
   Open data is important but real-time data became just as important for example when talking about election results.
8. We’re not the experts
   “We can’t be experts in every aspect of life - why not try and engage those who are, so we can make them part of our process?” (Rogers, 2013, p.309)

9. Make big data accessible
   It is the job of a data journalist to make the “big data” simpler, smaller and understandable.

10. Engage
    “At the end of the day, it’s all about the stories” (Ibid.)

These ten recommendations demonstrate the idea behind data journalism and the required elements to create a data story and work in the field of data journalism. Additionally, data journalism is often strongly connected to graphics and visualizations but also open data access. Although, the focus in this work is put on the visual approach of a data story, it is not essential to a data story. In the end, the most important part is about telling the story in the best way possible. That means, a news story can also be published with the spreadsheets of numbers because the choice of storytelling tools, depends on the story itself.

A huge benefit of using data, is in fact that it can enrich a story by giving insight and the possibility for the audience to explore and/ or even interact with the sources, so they can decide themselves which data they consider important and which not. Linked to this is the advantage to use data in order to analyze complex situations like political debates for example. The range of topics is huge, ranging from the financial sector over sports to social subjects. For instance, the production of an interactive, personalized calculator based on gathered data lets the citizens see how much of their taxes is spent on healthcare, for example. According to that, and by referring to data and numbers which is displayed in graphical ways, it helps to identify trends that otherwise might have stayed hidden.

Summary
Data journalism represents a special form of investigation that uses data to develop stories. Moreover, it is a specialized way to treat data as an information source and interrogate the researched material based on statistics. In the following, the findings are presented in a visual, sometimes graphical or in an interactive way to engage the audience. Furthermore, the term data journalism often goes along with open data journalism, which is based on open data. In addition, big and small data offers considering Callie
Neylan, Senior Designer at Microsoft, a unique insight “(...) and the result of the tools that allow us to access, probe, poke, prod, dissect, visualize, and hopefully, make sense of it” (Chiasson & Gregory, 2014, p.XII).

2.1.2. Precision journalism

Whenever reading or hearing about data journalism the term precision journalism is called out and referred to. The reason is the similar idea and approach to journalism, because the science sector merges powerful tools of data gathering and analysis. The gained data represents the most verifiable way to investigate and display the “truth” in a disciplined way. Hence, data journalism has an equal approach as precision journalism when gathering facts and creating stories because according to Meyer, it is (2002, p.235):

“(...) a way to expand the tool kit of the reporter to make topics that were previously inaccessible, or only crudely accessible, subject to journalistic scrutiny. It was especially useful in giving a hearing to minority and dissident groups that were struggling for representation.”

Nevertheless, the idea of providing a good level of objective, scientific facts, in order to stay credible, is not a recent thought. In 1922 already, Walter Lippmann (1965, p.216) wrote “The more points, then, at which any happening can be fixed, objectified, measured, named, the more points there are at which news can occur”. With this statement, he pointed out the importance and dependence of available objective facts and journalism. This approach to journalism and the idea of precision journalism is connected to Julian Assange’s vision of a new standard - scientific journalism. He supports and actively empowers the idea of working scientifically and provides information or data, combining and putting them into context with journalistic storytelling skills.

Referring to Philip Meyer (2002, p.6), precision journalism was born in the 1970’s, with the aim to move stories and journalism more towards scientific topics. The movement was motivated and supported by the increasing availability of computers, which could manage and process large amounts of data. Meyer also stated that this journalistic form was a response to Tom Wolfe’s new journalism, which lacked objectivity and imposed personal viewpoints on the reader.

As a result, the scientific methods proposed by Meyer provide an objective and precise way to report about happenings and events. The data and information, which are gath-
ered by making use of these social science methods, represent the fundament of data journalism because it includes practices for the data collection, documentation, analysis and precise presentation of the findings. Due to that the gathered datasets and numbers reach a higher credibility and accuracy and make a story less vulnerable and more transparent.

Summary

With precision journalism an ongoing trend has been established that gives reporters the chance to produce more fact oriented and less tenuous articles by using scientific methods. In order to produce stories, journalism can make use of tools from social science and scientific research methods, which are accepted as truthful. This is the reason why Meyer suggests, using and adopting scientific techniques and their “objectivity” to the process of mass communication, to increase depth and accuracy in journalistic stories.

2.1.3. Data journalism process

The process and components of data journalism were already mentioned and emphasized in the terminology. This part takes a practical viewpoint and describes different models and workflows to produce a data story. These were taken into account and used to create the article Dark Horse Vietnam (Appendix 7).

When engaging in data journalism, it is important to know how to correctly deal with data. The reason is that, considering Meyer (2002, p.6) it provides “(...) the essence of precision journalism”, which results in quality data journalism. Meyer’s idea of putting precision journalism into practice consists of two main phases: input and output phase. The goal during the input phase is to collect and analyze data, while the output phase is used to prepare the data for the “(...) entry into the reader's mind” (Ibid.). Furthermore, he divided the two main phases in six smaller steps, in which he states how to deal with data:

1. **Collect it:** You do not need to become a scientist but it is important to know their tricks and methods to collect data.
2. **Store it:** Choose a computer rather than stacks of paper to store your data.
3. **Retrieve it:** By making use of the tools of precision journalism, every kind of data can be retrieved, regardless the reason they were stored.
4. **Analyze it**: Find interesting anomalies, but look also for patterns, correlations and implied causations.

5. **Reduce it**: Reducing the data is as important as the data collection, to show what was included and what was left out.

6. **Communicate it**: “A report unread or not understood is a report wasted.” (Meyer, 2002, p.7)

Steve Doig’s concept to tackle a data project is similar to Meyer’s idea of the process of precision journalism. Doig gives three essential points, which need to be followed in order to understand and work with the data before a journalist can deliver the data or story. Referring to him (Gray, 2012, pp.153-156), the first step is to list questions and ideas that should be looked at before the data is requested and researched. After that, the collected data needs to be cleaned, since it still contains unnecessary data and will not answer the questions asked before. The last step, is that the fact that data may have undocumented features. He points out, that for example due to newly created codes some elements might not be documented in the data dictionary. In this case, the data dictionary, in this case represents an archive of all used components, their meaning and description.

Mirko Lorenz presented a similar approach to the process of creating a data story. In a presentation (Lorenz, 2010), which the information architect and journalist gave at the 7th Conference on Innovation Journalism, he pointed out five main points in the data journalistic workflow process. Lorenz stated that the process starts with (1) digging into the (big) data and the need to gather and clean it, in order to give it a structure to work with. In the next step, (2) information should be mined and filtered to understand it and find patterns or anomalies. After accomplishing that, (3) the visualization process begins in which an adequate visual solution in a graphical or multimedia presentation has to be chosen. In the final two phases, (4) the product needs to connected to the classic storytelling to appeal to the audience and ultimately (5) media needs to be created, that provides a certain value for the audience. In addition, to this process, Lorenz (2010) also emphasized that each point has a certain value to the public, as it can be seen in fig. 1.
The graphic summarized the process in four major phases, which have an increasing value to the public from Data to Filter over Visualize up to the Story.

Another, more detailed model of the data journalism process was published by Paul Bradshaw, the Inverted pyramid of data journalism (fig. 2). With the model, Bradshaw supports the approaches described above by giving five important stages to make a compelling data story:

1. **Compile:** This is the fundamental and most important stage, since everything rests on the collection of information. Compiling data can take multiple forms and “(...) defines it as an act of data journalism.” (Bradshaw, 2011)

2. **Clean:** This step is needed to erase human errors and to convert the data into an interchangeable format to make it usable to everybody.

3. **Context:** It is important to have a clear question that helps to ensure not to lose focus and compile further data in order to contextualize them with the question.

4. **Combine:** Single datasets can offer a good story, but often a good story is the result of two or more datasets combined.

5. **Communicate:** It is important to visualize the results of the previous steps on for example charts, animations or infographics.

Step number five (communicate) leads to an extension of the model of the inverted pyramid, which Bradshaw describes as the pyramid of the communication process. It is still part of the model of the inverted pyramid and consist of six different types: (1) Visualize, (2) Narrate, (3) Socialize, (4) Humanize, (5) Personalize and (6) Utilize. Each of these types is explained more detailed in the chapter visualization process. In addition to the model, Bradshaw published a flowchart that puts its emphasis on “gathering data” (fig. 3). The graphic helps to identify the best ways of getting hold of data and dealing with it by asking the right questions.
Also Simon Rogers (2013, p.288-289) published a model of the process to create a data story, which is based on his practical experience at The Guardian. This workflow shows the steps that happen in their newsroom and is displayed in fig. 4. The flowchart by Mark McCormick and Simon Rogers describes and displays the cycles of creating a data journalistic story at The Guardian. Simon Rogers (2011), summarized the points seen in the model and wrote in addition to the processes in the visualized in the workflow:

- **We locate the data or receive it from a variety of sources, from breaking news stories, government data, journalists’ research and so on**
- **We then start looking at what we can do with the data - do we need to mash it up with another dataset? How can we show changes over time?**
- **Those spreadsheets often have to be seriously tidied up - all those extraneous columns and weirdly merged cells really don’t help. And that’s assuming it’s not a PDF, the worst format for data known to humankind**
- **Now we’re getting there. Next up we can actually start to perform the calculations that will tell us if there’s a story or not - and then sanity check them to see if it just sounds wrong**
- **At the end of that process is the output - will it be a story or a graphic or a visualization, and what tools will we use?**
After presenting the different models of the general process and real life practice workflows, it can be said the approaches, ideas and general mindset towards the process of data journalism and precision journalism is very similar. In all models, reliable data is the base, which needs to be put into perspective and into practice to create an appealing data story.

**Summary**

Overall, the models have all a similar approach and follow similar steps to tackle data and to create data stories. All of them start with gathering data, which is cleaned and filtered so it can be put into context in order to create a data journalistic product to communicate the story in the best and most appropriate way. It is crucial to keep the story that needs to be told relevant by keeping it as a common thread throughout the whole process. Nevertheless, all of the presented models and workflows might miss specific tools and be incomplete. Due to this, the charts are constantly discussed, updated and should be considered as approaches, which help to create a data journalistic product.

### 2.1.4. Open data

The importance of open data to data journalism was mentioned briefly before when referring to Simon Rogers model of open data journalism. It is essential because the access to data, platforms or applications is needed to get and scrape information to create a compelling data journalistic story.

The term open data combines a “(...) technological meaning and its philosophical meaning - with a focus on raw, unprocessed information that allows individuals to reach their own conclusions” (Robinson and Yu, 2012, p.189). They also added that in the past scientist used this term in reference to unprocessed and raw data. The Open Knowledge Foundation (n.d.) agrees with the approach of open data and defines it like this: “Open data is data that can be freely used, re-used and redistributed by anyone - subject only, at most, to the requirement to attribute and sharealike”. The Handbook further summarizes the most important details in the following points and emphasizes the importance of the compatibility of different systems and organizations to interoperate with each other. As in the case of open data, it is the ability to work and interoperate with different datasets. In order to do so, they need to be:
• *available and accessible*: The whole data must be available. Preferably by downloading it in a convenient and modifiable form over the Internet.

• *re-useable and redistributable*: They should have permission to be re-used and re-distributed and also enriched by mixing it with other datasets.

• *universal participation*: Absolutely everyone must be able to access and work with the data. There should be no restrictions in non-commercial or commercial use.

In practice, this means there are plenty of stories out there in data formats, and just like Jonathan Stray of the Overview Project said: “You don’t need new data to make a scoop”. This statement already shows the process of democratization that is currently happening, and has happened over the last years. It further indicates the need to democratize data by making it available and easily accessible for the citizens or audience. Thereby, the audience can assure that the data, which forms the basis of the stories, is not biased in order to reach a specific conclusion. In fact, the publication of the used data is important to interact with the reader and get feedback or helpful tips. Subsequently, this input by the audience, might lead to follow up stories, which encourages readers and increases the chance that the readers return to consume more news products and/ or provide new sources. Especially as students or teachers sometimes have access to materials and can provide sources that are interesting to research and can add value or a new angle to a story. Therefore, it is important to make the data used for a story available and open. Currently, most of these sources are public and governmental institutions, which are obliged to publish data so the citizens can access them. One source for institutional data is for example Eurostat by the European Commission. Other than that, the past also showed that insider can provide data, which are then processed and published like the SIGACTS by WikiLeaks, for example.

Nevertheless, sometimes it happens that data cannot be downloaded from an open data source or the institution of interest. In these cases, there are different other possibilities to get the information and data, in case it was recorded. The easiest way is to simply ask for the information at the public institution, which could keep the data of interest. If the public or governmental institution recorded the wanted data, these datasets need to be accessible for everybody and have to be published. This also can be forced by making use of a Freedom of Information (FOI) request. A FOI of request can be separated in three main types. A request for (1) an entire database, (2) an unpublished dataset, which
was collected by a public body and (3) to authorities to collect data on your own (Egawhary & O'Murchu, 2012).

**Summary**

In general, it can be said that the essential meaning of open is free and in connection to open data, this means free access to information and knowledge, which can be used, modified and shared amongst the users. Furthermore, it represents the foundation for open data journalism and provides the components for the story.

**2.1.5. Problems of data journalism**

Data and precision journalism can also cause problems if done wrong because all too often people and journalists just blindly believe data without questioning its quality. Paul Bradshaw also addresses this point in the phase context, by stating that information and data cannot always be trusted and further, “[i]ke any source, it should be treated with skepticism; and like any tool, we should be conscious of how it can shape and restrict the stories that are created with it” (Gray, 2012, p.3). Moreover, he states the information and data have a specific background, which is biased and follows an objective.

“So like any source, you need to ask questions of it: who gathered it, when, and for what purpose? How was it gathered? (The methodology). What exactly do they mean by that? You will also need to understand jargon, such as codes that represent categories, classifications or locations, and specialist terminology.”

Ben Goldacre (2008) presents the “cherry picking” in science and ways to support their ideas of a wanted result of a case or trial, which shows that data is not completely objective. In fact, it is important to look at and approach data with a certain amount of skepticism and look for its origin. Therefore, journalists need to check the data like they check their sources and understand scientific methodologies.

However, there are other problems that can appear when looking at verification of data sources. The main risks that Alejandro (2010, p.24) mentions for newsgathering and distribution concern “(...) the accuracy, the need for verification and the loss of control over the information”. In particular, when working with social media this problem appears when scraping data from social networks (Silverman, 2014, p.8). Up until now, the public relied on news organizations, governmental agencies or other official sources
to get credible information. But, in recent years these organizations increasingly turn towards the public as a source for information, opinions and perspectives. In order to, achieve a virtuous and credible communication circle, journalists need to triangulate different sources and verify conflicting information. The process, to verify information from blogs or tweets is often crucial, especially during natural disasters, for instance. Live reports posted during catastrophes are usually liable to misperception due to fear or panic, which might pervade all sides and/or perspectives (Silverman, 2014). In general, social media leads to events but journalists have to track down the details the old-fashioned way by getting in touch with institutions, for example. Just like in traditional journalism, you need to ask the right questions to overcome most problems of data. This approach was also supported by a presentation of the data journalist Henk van Ess, when mentioned three main questions that should be asked. (1) What are the data rules are? (2) What and why is something missing? And finally, (3) did they change the rules?

These questions apply to the data provided by many institutions and companies. In van Ess’s example (2013), he refers to a statistic and article (Erny, 2013), which shows the decrease in train accidents in Switzerland. But this change is a result of a change in definition of a train accident by the Swiss Ministry of Transport. To be more specific, accidents in Switzerland are not listed when the minimal damage is lower than a specific counter value. This amount increased from 1975 to 2008 from 5.000 to 100.000 CHF, which consequently resulted in a massive decrease of train accidents from 2007 to 2008. This picks up and supports Bradshaw’s idea to question the information, in order to understand the data and put it into context.

Unfortunately, the verification of data collides with a problem stated by Steve Doig (Remington, 2012), which is that journalist all too often make mathematical mistakes, for example when mixing up correlation and causation. In this case, it is important to know or learn that correlation does not imply causation. He reasons these kinds of errors with the “math-clumsiness” (Remington, 2012) of journalists and recommends reporters and journalists to have a basic understanding of math, to find and tell a data story in the correct way.

**Summary**

It is important to understand data and approach it skeptically as the train accident example shows. Therefore, given facts or data should not be relied on blindly and data needs
to be questioned. As with every source it needs to be verified and not all data automatically implies facts. Due to that, it is crucial to be able to deal with data and have a general understanding of scientific approaches. If this is achieved, the journalist is able to stay credible by using reliable data.

2.1.6. History of data journalism

Journalism has been going through a continuous change over the last decades, not only regarding types of media that are used but also in reporting and dealing with the audience. After the shift in media from newspaper to radio and to television, methods and purposes of journalism needed to be adjusted and reinvented every time, to make them suitable for each type. The role of the media has drastically changed in the recent years, which will be picked up in the following parts that deal with the transition to digital journalism and the resulting evolution of data journalism.

2.1.6.1. Transition to digital journalism

As mentioned, news media and press has changed throughout history and had to adjust to the new forms of media that also changed its role. While in the past, the press and in particular the printing press, saw its role as a gateway or gatekeeper that selects specific topics, which were then printed (Lippmann, 1965, p.192). This role has changed today, as a result of recent developments and the emergence of the Internet. Moreover, the web 2.0 and social networks also challenged traditional media as being a gatekeeper and sole source of objectivity, quality and authority (Beckett, 2008). As Jennifer Alejandro (2010) stated, the story about Michael Jackson’s death of is an example of 

“(…) how social media has breached the gap between traditional media and the consumers (audience). It proved that the gatekeeper role is no longer exclusive to journalists as the participatory culture of social media about engaging the audience has broken down the wall of journalism which separates the reader from the journalist”.

With the appearance of the Internet, another novelty occurred because the perception of news media by the audience changed significantly, from passive to active and currently a fragmented audience (Biocca, 1988). Furthermore, referring to Bardoel and Deuze (2001, pp.91-103) the audience became better educated as producer and consumer of content, which will lead to a citizen that is seeking information in a more direct and
active way. The increased availability of computer and Internet supported the audience to become a producer and a consumer of news or content in general, which altered the landscape of journalism and minimized the relevance of the gatekeeping model. Henceforth, journalists were no longer the filtering element that had to pass on information that is worthy of discussion in the public sphere. As a matter of fact, the Internet enabled news way to interact, which changed the style of reporting but also opened new resources for research. Moreover, it brought up new tools for journalists to communicate stories by producing images, videos or graphics and sharing them with a global community. The new opportunity to present a story supported by multimedia elements, brought a new narrative approach to tell a story in an appealing and engaging way. Furthermore, the digital technology affected and changed the news industry like the Pew Research Center (2012) report, Trends in News Consumption: 1991-2012 shows (fig. 5). The survey shows, that news media like print, radio and even TV are becoming less attractive as a source for news for the audience. Also mobile news are rising and overtook print and radio news in 2012 as news source. Due to the decline in print editions and the circulation, some newspapers partnered their print edition with an online edition, while others focused fully on the online edition, eliminating its physical counterpart. Without getting into detail too much, this also affected the journalists since they had to adjust the style of writing to the online and/ or print edition. When presenting stories online, journalism no longer had to be linear and could break up the story into smaller parts. This gave the audience the possibility to explore and consume sections according to their interest. Subsequently, the web-centric approach became increasingly important, resulting particularly in the mobile consumption of news. This approach also resulted in a constant news flow because breaking news can be covered and send out in a 24/7 news cycle.

Accordingly, to the development of mobile news consumption, it is also unavoidable to get around ways to produce and consume news on mobile devices. This platform is get-
ting increasingly important like a recent study on the use of smartphones in the U.S. (Smith, 2015) showed. In particular the Millennials are heavy users of portable devices. Wherever they go: 67% of this specific age group reportedly used smartphones to access the Internet. That compares with 40 percent of baby boomers and just 20 percent of silents. Furthermore, 82 percent said that they access the Internet with laptop computers and 47 percent with tablets (up from 26 percent in 2012), both significantly higher than older generations.

Nevertheless, the competition is huge when considering official websites of institutions or organizations and especially the attention social networks and media gets form the side of the consumers. In reference to the report mentioned before, 19% of all Americans have acquired news through a social networking site. Correspondingly, to the interactive nature of the web 2.0 and social media user started to produce and spread content on their blogs, forums or through social networking sites. Modern, digital journalism needed to adapt to this change by participating and working closer with the audience than before. The social networks were not only a place to publish or share news in order to pull user to the news site; it further became a source of news.

As a result of the immediacy of the social networks, journalism needed to adjust and accelerate the traditional journalistic process because the audience expects live and almost real time updates on events and happenings (Alejandro, 2010). Furthermore, the nature of the journalist has changed and the traditional roles such as photographer, editor or reporter are merging. So the digital journalist becomes a “one-man band” (Alejandro, 2010, p.34) that combines all of the roles in the production of stories for papers, websites, radio or TV.

The mentioned immediacy is further pushed forward due to the increase of news consumption on mobile devices (Smith, 2015). The reason is that mobile computing, the increase in connectivity and the powerful tools such as smartphones, tablets or phablets changed the way to gather, store and deliver stories. Due to that, it is unavoidable to get around ways to consume news on mobile devices and deliver live updates on events.

**Summary**

The major change resulting the emergence of the Internet is the changed role of the journalist but it also provided new tools and possibilities, which now need to be dealt with. The change towards digital media and journalism includes more elements, which
cannot all be covered by this thesis and neither this chapter.

However, as stories and news become non-linear and new sources emerge, which are easy to access through the Internet, journalism has changed and will change. Moreover, news media organizations are no longer the monopoly of journalism and companies such as Google or Twitter will engage in competition with journalism. Due to that news companies try to adapt to this change and make use of the new opportunities of social media and the web 2.0 offer but they also raise the chances to engulf them in a professional crisis.

2.1.6.2. Evolution of data journalism

The Internet was a real game changer to the news media and has revolutionized the way information is published, stored and consumed. The emergence of the web and its growing importance also affected people’s everyday life. Nowadays, almost everything is a collection of numbers - zeros and ones in binary codes. For example, the U.S. Postal Service (Nixon, 2013) produces big data by photographing and keeping record of every piece of paper mail from the outside. Another example, are electronic medical records (Robertson, 2013) in the healthcare sector that contain the complete medical history of a person or the mentioned mobile maps, which help people to navigate. In all of these cases, a big amount of raw data is produced, which is continuously growing and collected by different institutions. The development towards data journalism is closely related to the boost in information and technology over the past years, because the digitalization of almost every process in everyday life is recorded and this huge chunk of digital data and information offers new possibilities, which need to be explored.

The phenomenon of data journalism is not completely new and in the past, data journalism was not related to and based on computers and the Internet, as it is today. This proves the data story, published on the 5th of May 1821 by The Guardian (Manchester Guardian). The story is about the amount of students that received free education and the poor children that lived in the city. The story gets supported with a table that shows “(...) a list of schools in Manchester and Salford, with how many pupils attended each one and average annual spending” (Rogers, 2013, p.60, Appendix 2). So, neither data stories, nor the visualization of data are recent inventions like people such as Florence Nightingale show. She already made use of data and produced statistical graphics,
which display the mortality of the British army in the east. The history of data visualization is dealt with in a chapter 2.2.2. and describes the historical development in detail.

Although data journalism is not completely new, it experienced a boost in its growth and importance due to the global interconnection by the Internet and the appearance of computers and their high performance in information processing. Moreover, it affected and changed the work and role of the journalist, because “[b]y using data, the job of a journalist shifts its main focus from being the first ones to report to being the ones telling us what a certain development might actually mean” (Gray, 2012, p.4). Furthermore, the interactive characteristic of the Internet offers the possibility for everybody to generate content, which consequently changed the involvement and relationship between journalist and the audience entirely. Before, the audience could only provide feedback writing letters or getting in touch via telephone. The new situation resulted in an increase of user-generated content from for example disasters like the Typhoon Haiyan or prior to that, the Sumatra-Andaman earthquake, which resulted in a massive tsunami in 2004.

In the following, the news and content were easier to access and distribute because social networks provided a network through which content could be shared and spread quickly. This leads back to the point of interaction between audience and journalist because both are “just a click away” and can communicate almost instantly.

With the increase of popularity of user generated content and the user-based or citizen journalism, the term and definition of a journalist also changed. The digital age and the Internet provide a possibility to gather and collect news and information without having to rely on individual journalists anymore, like the news site of Google. But, the characteristics of the Internet did not only change the consumption and perception of the audience, it also opened up a new resource for information and field to exploit. News were not limited to physical distribution anymore and could be published online. This novelty changed the way to communicate stories and put the journalist in a position to use different ways or channels to mediate news. Multimedia approaches in which text, videos, graphics and photos are used to tell a story like the recent example “SEAL Team 6: A Secret History of Quiet Killings and Blurred Lines” (Mazzetti et al., 2015) of The New York Times shows. In addition, interactive applications added a new way to communicate and personalize information and news.
A further change and advantage of the new virtual form to distribute made it possible to measure and analyze the consumption of articles on the online appearance of the news site. Furthermore, the social networks amongst other examples can be analyzed, like the case of the 2011 UK Riots (Rogers, 2013, pp.245-267) shows, to give background information on a current event. In addition, to these new possibilities and sources that the Internet offers are databases, which contain big data and huge amounts of information. This boost reinforced a more specialized form of journalism that was able to cope and work with this new resource.

Another aspect that empowered the development of data journalism was the idea of open data. In accordance to its progression data journalism experienced a push, when the European Commission initiated the so-called PSI Directive - Directive 2003/98/EC (European Commission, 2003, 2015). With the implementation, the member states started to provide data and information openly for re-use, which could be used by journalists to find stories and present them. By that journalists gained a new way to educate people, pass on knowledge and facts in form of datasets and visualizations. This open data approach is considered a fundamental component in (open) data journalism.

In consequence to, the change of journalism, the described style of journalistic work and the new resources, a revival of watchdog journalism was triggered. Because it is “journalism that gives power to the people” (Ward, 2014), referring to Orlando Sentinel editor Charlotte Hall. The Poynter Institute also refers to the conference Creating A Watchdog Culture: Claiming An Essential Newspaper Role, at which they stated that watchdog journalism is quality journalism, which needs to be better accessible and more exploitable. The Internet enabled an easier accessibility and higher connectivity, which also progressed data journalism further.

In the past days, data could only be published and accessed through books. Today, this data is provided in tables or spreadsheets, which can be accessed and processed by everybody with a computer and asking questions to the provided data. The increasing popularity of the Internet changed journalism in many ways but did not affect the work of journalists as drastically, considering a presentation by Simon Rogers (2015) on open data journalism. He points out that the reporters main tasks and skills have not changed at all by saying that the general work of a journalist is to, investigate, research, write and report, engage, reveal and expose. These tasks are also the main elements of the work of a data journalist. This applies to other tasks as well, which have not changed.
much for a data journalist either. The reason is, that for a good data storytelling, the traditional conventions of journalism are still needed and relevant because the journalist is a storyteller who needs to provide enough context, so the reader understands the story without forgetting to transport the primary message. In fact, this context, the verification of facts and checking of assumptions will continue to be a key component of the journalist’s tasks. To bring it to a point, the primary task of journalists is considering Stephens (2014, p.XIII) to collect, present, interpret, or comment “(...) upon the news for some portion of the public.”

However, Spiller and Weinacht (2014) pointed out three major differences in comparison to traditional journalism, which are the significance of visualization, journalistic selection on a lower level and transparency of investigative results. In other words, the research process happens in a more technical, computational way when gathering data. Furthermore, the gained information or data is disclosed and displayed as data visualization, which is not the case in traditional journalism.

As a result of publishing the findings and raw data sets, the selection and interpretation of data is often left to the recipient when using interactive web applications like maps. Hence, the data journalist plays a less significant role as a gatekeeper compared to a traditional journalist.

Another difference concerning required skills is a good sense for numbers, knowledge of social science and statistics. This sense goes beyond the basic 101 of math and aims at the skills related to programming and coding. Correspondingly to that, the question whether data journalist should be able to code or not, is often raised. Patrick Garvin, designer and graphic artist for the Boston Globe, as well as Simon Rogers (2015) and David Holmes (2013) approached the topic. In the article: Should journalists learn to code?, Holmes discusses the new situation and required skills, which Patrick Garvin picked up again in March 2015. Prior to giving the outcome of the articles, it is important to point out that in the past and still now, the process of producing data stories can be rather technical and complex in computational terms. In fact, skills tightly linked to coding are helpful because they help to transform and clean datasets, as well as provide the fundament to produce interactive visualizations or applications. Due to that, the discussion about whether journalists need coding skills or not, is important to consider.

The essence of all articles is that journalists do not need to be in full control and able to code but should have interest and a glimpse of knowledge of how programmer work in
order to understand this tool and articulate their goals. In detail, David Holmes chose to provide a visual answer to the question - the Coder flow chart, which can be seen in fig. 6. Holmes agrees with and quotes the USC professor Robert Hernandez (2013) who stated,

“(…) not all journalists need to learn and master coding in JavaScript, Python, or Ruby. But they should know that it is not magic and, to be successful in their modern careers, they need to be able to communicate and work alongside different experts, including programmers. They need to be, at a minimum, digitally literate.”

In the following, Simon Rogers picked up the flow chart, thinking about what it needs to teach data journalism. Referring to him, being a journalist is not about learning randomly technical skills, unless they are really needed in the newsroom. Additionally, he emphasizes that in 2015 it is significant to a journalist to be comfortable with data. For Rogers, the essential component for data journalism is to know how to tell a data-driven story, because the tools to find stories in data might change over time but the principles remain constant. Also, the Patrick Garvin considered this question and stated, that journalist should make use of technology to make their job easier and be better at it. Following this, he mentions it should be asked in how far coding or markup languages help to do a better job and make it easier to work for the journalist. With the first question Garvin picks up Rogers approach, supporting the idea that the technology should be corresponding to what is needed in the newsroom. Accordingly, it does not necessarily mean to have knowledge in coding, since technology that help to make the job of a journalist easier or better include software such as Excel. Garvin ‘s follow up question aims at the communication process between reporter and developer, because it is necessary when working on a project, both experts should have the same mindset and be able to communicate what they need from each other. Only in this case they are able to create a good data story using big data and interactive visualizations as a result.
To put it in a nutshell and refer to Rogers (2013, p.22), one can become a top coder but it is the bigger task to see what is new, interesting or correlates with other numbers or something else. Approaching numbers from that perspective is by far more important than the analysis, which Rogers proves regularly at *The Guardian* and the related *Data-blog*. The platform engages the audience to participate like in 2012, when they asked for help to visualize the world’s economic recovery. All the required data was provided, openly accessible and could be downloaded from the website. Until now, many more stories were published on the website and this approach appeals to the reader considering Rogers because “(...) the average amount of time spent on a Datablog article is 6 minutes, compared to an average of 1 minute for the rest” (Gray, 2012, p.139).

**Summary**

With the information and data explosion, as a result of the digitalization, the audience or citizen will be overrun with information and will not be able to filter and understand all of them. Due to that, “[g]athering, filtering, and visualizing, what is happening beyond what the eye can see has a growing value” (Gray, 2012, p.3) and needs to be picked up and done by journalists. The general mindset of a data journalist is still the same as the one of a traditional journalist, everything that changed are the tools used. Nevertheless, crucial skills for data journalists are, a sense for numbers, curiosity and most important the visual sense that is a significant part of the story and plays a major role in spreading the information and data. Although, the technology has changed, the urge to for compelling stories remains essential.

**2.2. Visual communication - data visualization**

There are many ways to visualize data, reaching from simple data visualization like a pie chart over more complex infographics to an interactive web application and as Stephen Few (2012, Preface) wrote: “*Good communication doesn’t just happen; it is the result of good design*”. A list of the most commonly used types of visualizations can be seen in *Appendix 6*. 
2.2.1. **Terminology**

In general, the term describes the presentation of data in a pictorial or graphical format (SAS Institute Inc., 2015) and is a product of data journalism that helps to engage the audience and “(...) entices them to dig deeper into the content” (Lankow, 2012). John C. Hart (2015) further emphasizes the relation to computer, stating: “Data visualizations is a high bandwidth connection between data on a computer system and a human brain, facilitated by visual communication”. Since, the connections and relations between data can be very complex and data visualizations offer an opportunity to portray these relationships in a unique way by illustrating the accurate “numbers”. Moreover, the results enable the viewer to make out trends or detect patterns and henceforth derive and create a deeper insight (Chiasson & Gregory, 2014). In reference to Edward Tufte (2001, p.10), the good display of data represents processes and mechanisms, which help to make decisions and reach conclusions. That means, “[t]he purpose of visualization is insight, not pictures” (Card, Mackinlay & Shneiderman, 1999, p.6).

According to Hart (2015), there are three modes of visualization, *interactive visualization*, *presentation visualization* and *interactive storytelling*. The main purpose of the *interactive visualization* is to discover, which is used by a single investigator to plot the data. Whereas, the *presentation visualization* aims for communication and is produced to reach a large group or mass audience, in order to communicate some aspect of data. The main difference between the three modes (fig. 7) is the user input. In particular, the *presentation visualization* does not support any user input and the user can only observe the data. Furthermore, the Internet enabled a third mode of visualization (*interactive storytelling*), which can be found in between the two mentioned modes. This form is a presentation through interactive webpages that let user interact with data and investigate further.

**Fig. 7 - Modes of visualization**

<table>
<thead>
<tr>
<th>Mode</th>
<th>User Interaction</th>
<th>Graphics Rendering</th>
<th>Target</th>
<th>Medium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interactive Visualization</td>
<td>User controls everything, including dataset</td>
<td>Real-time rendering</td>
<td>Individual or collaborators</td>
<td>Software or Internet</td>
</tr>
<tr>
<td>Interactive Storytelling</td>
<td>User can filter or inspect details of preset datasets</td>
<td>Real-time rendering</td>
<td>Mass audience</td>
<td>Internet or kiosk</td>
</tr>
<tr>
<td>Interactive Storytelling</td>
<td>User only observes</td>
<td>Precomputed rendering</td>
<td>Colleagues, mass audience</td>
<td>Slide shows, video</td>
</tr>
</tbody>
</table>

**Summary**

As more and more data is produced, collected and analyzed, the more important becomes the visual presentation of data, in order to understand, grasp the meaning of the
data points and consequently communicate them (O'Reilly Radar Team, 2012). This communicative task of data visualization represents, to refer to Maria Popova (Chiasson & Gregory, 2014, p.VIII):

“(…) the intersection of art and algorithm, data visualization schematically abstracts information to bring about a deeper understanding of the data, wrapping it in an element of awe.”

2.2.2. History of data visualization

As Lankow and Ritchie wrote (2012, p.30): “People have long accepted the notion that a picture can replace a thousand words, and similarly, that a simple graph can replace a table full of numbers”. This statement shows the power of images because they are accepted as a credible source of information amongst the people. The reason for that is that the humans are a visual and also a symbolic species (Deacon, 1998, pp.215-217). This is a result of the process of cognition that builds on psychology, which is built on neurophysiology.

However, this chapter is not going to look closer at the interaction of subatomic particles and focus on the interaction between individuals instead. Referring to, Hutchins (Holyoak, 2012, p.48) the occurrence of human thinking in particular context is the starting point of situated cognition. This “thinking” originates in the human interaction by using cognitive tools and acting within social networks. Visualization became an important part of the cognitive system and is also increasing its meaning. In fact, “the visual display provides the highest bandwidth channel from the computer to the human” (Ware, 2004, p.2). According to, a research published by Professor Mriganka Sur (1996) of the MIT, “(…) half of the brain is devoted directly or indirectly to vision, (…)”, which supports Ware’s approach that more information is acquired through vision than all other senses combined. Smiciklas (2012, p.10) supported this argument by giving a visual example, which is presented in fig. 8.

Nonetheless, it is also important to point out the change of the term visualization. According to Colin Ware, who referred to the Shorter Oxford English dictionary from
1972, visualization described until recently the process of creating a visual image in the mind. But, by now it became increasingly the representation of data and concepts that supports the decision making process.

The origin of visualizations, images and design of information has a long history that dates back to cave paintings. Since writing was not utilized back then, pictures were the best way to exchange and communicate ideas, which cave paintings all around the globe prove. Many thousand years later, around 3,000 BC the Egyptian hieroglyphics represent an example of using iconic and graphical language, which marks an early stage of information visualization. Around 4,500 years later, in 1350 the French philosopher Nicole d’Oresme created one of the first graphs. The data visualization of velocity shows and explains how moving objects with constant acceleration can be measured. The advantages of visualizing complex processes or structures were also considered by Leonardo da Vinci in the 15th century, for example when creating and illustrated guide on the anatomy of human. Later, during the Victorian Era in 1858, the efficiency of these images was proven again, with Florence Nightingale’s infographic “diagram of the causes of mortality in the army in the east” (fig. 9). In her report about the mortality of the British army, she used statistical graphics to present data to the Parliament.

Even though Nicole d’Oresme already used bar charts, William Playfair is considered the person who introduced pie and bar charts in the book The Commercial and Political Atlas in 1786, to illustrate the Scottish trade from 1780 to 1781. Another meaningful visualization is, Charles Joseph Minard’s graphic of the French invasion of Russia from 1812 to 1813 (fig. 10). It shows the casualties of the invasion by merging a timeline and charts. Bigger images of the visualizations can also be found in the Appendix 3, 4.
All of the examples represent visualizations that combine data and information about casualties in a graphic with a clear message. Prior to these exceptional examples, data and visualizations were mostly used to display the geographical world and make it understandable through maps. After that, the importance of infographic evolved slowly until 1930 to 40, when Otto Neurath developed a visual communication model called Isotype (Hartmann & Bauer, 2006). This model introduced an international picture language to communicate ideas and concepts through icons, pictographs and pictures, which simplified communication significantly and became a component of information graphics. From the 1970’s onwards infographics became more popular until, according to Guy Kawasaki, the next important step happened in 1982 when USA Today decided to move away from “(...) the text centric, black-and-white newspaper format and used color pictures and infographics to report news” (Smiciklas, 2012, p.XIII). Kawasaki further mentions that others criticized this move, stating it would never last because it makes people stupid. Obviously, they were wrong because people and user like to see pictures and visualizations of information online on the web or in the printed newspapers or their e-reader.

**Summary**

In summary, visual communication has a long tradition like the 32,000-year-old cave paintings prove. Over time, data visualization and infographics progressed and proved and still do that up until now images rule as a way to communicate information.

### 2.2.3. Visualization of data

The visualization process in the data journalism process is used to analyze the data but also to communicate the results and answer the questions asked before. Since the second part of the thesis puts its focus on the visual aspect of the results of data journalism, the following presents the basic ideas of data visualizations. Additionally, a test whether a visualization is efficient or not is described. Data visualizations are omnipres-
ent, no matter whether a pie or column chart on the daily news or an infographic in the online edition of a newspaper. But there are many errors that can be made as the chapter problems of visualization shows and not all of them are of high quality. Due to that, there are certain points to follow to ensure that the visualization is self-sufficient. Therefore, it should be clarified that this chapter is not a graphical guideline but for an explanation for general understanding.

In general, it can be said that the wheel of visual storytelling does not need to be reinvented, because the history of print visualization remains relevant when creating online data visualizations. The ability to communicate in an incredibly effective way and provide a unique way of distributing the content is one of the major advantages of visualization. The primary rule when using visualizations is that it needs to follow the journalistic context and not the idea of a beautifully designed visualization, which does not represent the main idea. In addition, the visualization should be accurate, reasonable and balanced just like a non-data journalistic article. That means, according to the Chiasson and Gregory (2014, pp.147-158) asking the right questions before thinking about how the visualization should look. It is important to answer the questions that are expected to be asked by the reader. Therefore, determine the message to create a well-organized and compelling visualization.

Overall, the whole visualization should be unique but still keep the balance by making the visualization relevant and suitable with the topic and audience. This means understanding and knowing the audience, is a significant factor and the illustration should not overwhelm the readers and cover the key aspects. In order to test if the visualization is communicating the data efficiently, the data advisor Kaiser Fung introduced the idea of the Trifecta Checkup (fig. 11), which he presented at a talk at the NYU Stern School (Fung, 2010). The model represents a framework for chart critique and ensures that visualizations are effective, because as Fung (2010) stated, “[a]ll outstanding charts have all three elements in harmony”. Another article (Fung, 2009) on his blog junkcharts gave a practical example, concerning the publish-worthiness of charts in connection to a chart made by Andrew Gelman (2009) that was transformed to a publishable version for The New York Times. The chart made by Gelman and the op-ed created by the graphical department of The New York Times, is described more in

---

5 opposite editorial page
detail in the Appendix 5, which also includes Fung’s compiled list of changes that were made, in order to make a publish-worthy chart for the newspaper.

In relation to the Trifecta Checkup, Fung also named the, in his opinion, absolute worst practices in information visualization, which are too many charts that do not address a specific question. Furthermore, he points out the problem of using bad data and criticizes the use of “pretty things that distort our perception” (Bullock, 2012) by giving the example of bubble charts.

**Summary**

In summary of this part, it can be said that the information visualization is not a simple process and the creator should think of his target group and follow the principle of KISS - keep it simple and stupid or the principle of form follows function or to refer to Tuft (2006, p.51) “simpleness of data and design = clarity of reading”.

Furthermore, the unique method to distribute the content in an instant way is a major strength but also a main weakness because it means that the audience might spend less time looking at it. As a matter of fact, data visualization is very effective for the distribution of information but not for the involvement of the audience. Due to that, data visualizations should contain a link to its source, which offers more to the people when they look it up and create an interaction between data and reader.

**2.2.4. Visualization process**

Since, the plain data is fairly unappealing in a spreadsheets, these numbers need to be communicated in a more attractive and visual way by using data visualizations. In the following, ways and models to communicate data stories are presented, which were also considered for the example of use.
2.2.4.1. 8 hats of data visualization

The author of the book *Data Visualization: a successful design process*, Andy Kirk (2012) defines data visualization as “(...) representation and presentation of data that exploits our visual perception abilities in order to amplify cognition”. Kirk went a step further in 2012, to look closer at the workflow and specialists involved in the process of data visualization and created the model of 8 Hats of Data Visualization (fig. 12). The model puts its focus on the display of data. Nevertheless, it includes the collection and processing of data but narrows it down to the task of one specialist (data scientist). Due to that, this model can be considered a model for visualization. It describes the roles or mindsets and five cycles, from finding a story to putting it into practice. The result of this process is a story that is supported by the visualization of data.

The project starts with a *purpose & parameters* in which analytical directions of the project have to be established, the purpose, motive and parameters need to be determined. In the following two steps (*prepare & explore data* and *formulate questions*) the information and data is cleaned and mined to subsequently formulate questions, which need to be answered and communicated. In the final two phases, a design concept that is most suitable for the story is brought up (*design concepiting*) and ultimately put into practice (*construct & launch*) by producing and launching for instance an interactive application. While the aim and tasks of the five cycles were described, the roles of the specialists still need to be clarified and are further explained to understand their specific tasks and field of expertise that coincide with the process.

*Initiator - “leader” - seeks a solution*

Is the person who discovers a problem, is curious about a subject or just sees an opportunity? Either way, this person wants to explore a specific field and find answers. So, the mindset of the initiator is similar to a researcher that seeks evidence, defines the
analytical emphasis and direction of the project. Furthermore, the person identifies and sets the framework or parameters to work with.

**Data Scientist - “data miner” - acquires the data**
The data scientist takes care of the data and its quality so it fits its purpose. For that the person prepares the data, enhances and consolidates it. Data miners need to have a very good amount of statistical knowledge and conduct initial descriptive analysis and exploratory visual analysis.

**Journalist - “storyteller” - establishes narrative**
The main task of the journalist is to formulate questions and look for stories and key positions and connect them with each other. In order to, find a good narrative the person needs to have the mindset of a deeper researcher that wants to get answers and validate the enquiry.

**Computer Scientist - “executor” - brings the project alive**
The capability to deal in a critical technical way, which means to acquire, handle and analyze the data, is the main task of the computer scientist. Moreover, the position requires technical illustration skills and technical programming skills to execute and “embody” the data gathered before.

**Designer - “creative” - conceives the solution**
The creative position needs to understand the message and possibilities. These then need to be explored and different options need to be pursued from a rational and reasonable design point of view.

To sum it up the balance of form and function is essential for the work of a designer.

**Cognitive Scientist - “thinker” - visual perception**
Knowledge of how eye and brain correspondent and work is the approach of the cognitive scientist. Also the principles of color theories, HCI-memory, attention and decision-making are important to this position.

**Communicator - “negotiator” - needs a hard hat**
The product needs to be communicated to the client, which is one of the tasks of the communicator. Other tasks are the gateway design, manage the expectations of the cli-
ent and present the possibilities. In the final phase the launch, promotion and public communication of the product are tasks of the “negotiator”.

**Project Manager - “manager” - looks after the project**

The person that is involved in every step of the process is the project manager. Fundamental to this position is to manage the progress and connect the different positions and steps. In order to do that the person needs to understand the capabilities and finish, checks and pay attention to details. The manager is also concerned with the visualization and ethics in statistics. Moreover, the person identifies and sets the parameters together with the initiator.

Andy Kirk added to his model that he is aware, that labels and descriptions of the mindset and duties he gave are discussable and can be argued about. However, in conclusion it can be said that regardless of whether the project is done individually or in collaboration, the model helps to divide the process by duties and responsibilities. He emphasizes that the overall idea is to help to identify strengths and weaknesses when working on a data visualization project. Especially, the weaknesses can then be easily made out and worked on, or others can help to fill this knowledge gap in order to get the best data visualization result.

2.2.4.2. Inverted pyramid - communication

This part presents the “6 ways of communicating data journalism” (Bradshaw, 2011) and completes the model of the inverted pyramid, which was described before. Bradshaw distinguishes the process of “communicating data” (Ibid.) in six types that all provide ways to communicate data journalism and tell a story involving numbers. The six types that should act as a primer, according to Bradshaw are:

**Visualization**

Visualizing data represents the quickest and easiest way to communicate the outcome of data journalism but it does not naturally mean effectiveness. Especially, “chartjunk” shows that visualization can be affected by churnalism or become “spectacle without insight” (Bradshaw, 2011). Its major advantage is that it can make communication very
effective, which is also a weakness since “(...) people often do not spend much time looking at it” (Ibid.).

**Narration**

Less is more - This applies for visualization but also for the narration. Here it is important that the writer thinks about the meaningfulness and the objective in communicating the numbers. In other words, abstract numbers or amount can be impressive, but without a meaning since the reader cannot relate to them. Therefore, it is important to reduce the amount to an understandable, manageable quantity such as the amount per person. And finally focus on the essentials by editing and link it to the whole.

**Social communication**

Communication is already a social act, and the success of infographics and the related data on social networks. In particular, *The Guardian* has cultivated a helpful and critical community around its data blog. Moreover, referring to Rogers the users stay longer on a piece on the blog than on a “normal” article on *The Guardian* website. But, the users are not only consumers; they also provide data as in crowdsourcing initiatives to obtain data, which shows another dimension of social communication. This indicates the new opportunity to present, and make use of data journalism, in a socially connected way. Furthermore, the social data based on usage and information gathered on different social networks, is a way of gaining data and also of communicating the results of data journalism, by making use of social dynamics - sharing, collaborating, campaigning. In fact, this field offers a new aspect for online journalism and data journalism; it is emphasized in the second part of this thesis linked to the case study of the use of data visualizations on Twitter.

**Humanize**

Stories based on numbers always present a challenge since they are difficult to illustrate. Tackling this challenge became easier, due to the emergence and growth of computer generated (motion) graphics (BBC Academy, 2015) that help to present abstract numbers and tell the story. This is the most important point, humanize the numbers and make them understandable to the audience. Simple examples are numbers, which extend the scales of everyday life and are beyond the level that “humans” can deal with. To engage the audience it is important to put the data into a representative case study and
tell the story, for example, of an affected person besides giving the abstract data to the reader.

**Personalize**

In relation to, the point social communication another possibility opens up as a result of the changes towards online journalism - interactivity. For data journalism this means that the audience can choose and control which information they would like get presented based on their input. One example for interactive engagement, are forms in which the user can find out about how they are affected by a specific issue.

Other examples are geographical ways to get further information about a specific area or a combination of the approaches and personalization of a story by making use of the data provided by the user on social networks or other third party tools. This again demonstrates the important role of social networks and points out ways in which social strategies and personalization can be combined and the perspectives they offer for data journalism.

**Utilize**

Using or creating tools to communicate the results of data journalism tools is the most complex way. There are different tools, such as calculators, which are used often. However, there is also a wide range of other, more complex application since the amount of data increases from the publisher and the user. Once more, this part overlaps with the point personalization but can also work without personalization. The importance for subjects that are going to get utilized should be “durability” meaning a topic that is not trending but will always have relevance, such as unemployment. These tools should be kept updated and shared amongst the audience. In addition, live blogging and supportive visualization of exceptional or interesting points add value to the overall storytelling. Although, creating a utility or application has many advantages, it is still costly. As a result, of competition and growing standardization (usage of templates) the cost will probably decrease in the near future and news organizations can make use of such tools more often.

**Summary**

The essential idea of the visual data presentation is, as Alberto Cairo (2013) stated: "Information graphics should be designed as if they were tools. As with every tool, they
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have to be functional”. This means that the visual shape and graphical form of the chosen data should depend and be constrained by its function.

2.2.5. Advantages of visualization

Due to the human evolution, the benefits of using data visualization or other visual stimuli are huge. The reason is that the human communication started to evolve between 100,000 and 30,000 years ago, while the written language has developed in the last 6,000 to 5,000 years (Larkin, 1999; Olson, 2014). Therefore, the reason that images are like shortcuts to the brain lies in the evolutionary and very visual past. For journalism in general, static and interactive graphics play different roles and can support it in many ways. They can help to identify reasons and questions during the reporting phase and it can also show errors within the data or a good story. Furthermore, visualizations can illustrate key points in a compelling and appealing way and simplify the written story, by removing complicated technical information from it. Especially, when interactive visualizations are used, it allows exploration and provides transparency about the background of the reporting. So, the benefits of information graphics or data visualization are according to Alberto Cairo (2013) that they represent tools, which make it possible to communicate, understand and analyze in a visual way. That means, visualizations make it easier to understand information, help to identify and reveal trends or information, which would otherwise be less evident. Cairo also pointed out another component that is an advantage of visualization, stating that, “The brain doesn’t just process information that comes though the eyes. It also creates mental visual images that allow us to reason and plan actions that facilitate survival” (Cairo, 2013, p.XVI). Due to that, visualization of data makes it easier to absorb the information, because it allows the user to view and understand big amounts of abstract data and information. Moreover, it enables the reader to see connections between multi-dimensional datasets, and offers a way to interpret the data through graphical representations. As a result, of the creation of a mental visual image, it is also easier to retrieve the information from the visualization at a later stage. Additionally, the graphical data representations make it easier to discover relationships and patterns between the different parts and components. They also provide trends by showing historical data, which can be compared to current performances or situation and make it possible to forecast the future.
A specialized form are interactive visualizations because they provide a way to break up the data in various components, and see in how far it affects an individual or for example a specific region and how it changed throughout the history. By using interactive tools and viewing still visualizations the reader gains a traceable insight and interacts directly with the data, which cannot be done by just viewing a chart or table. As, Cairo (2013, p.XV) wrote: “Everything our senses gather is transformed, deep inside our minds, into simple, manageable representations, or symbols”. These symbols can be a letter or a visual image and as displayed in fig. 8 verbal or textual language is more complicated to process than a visualization. Because, each letter in a word represents a symbol that needs to be decoded and put into context. That means, while the brain processes data from an image all at once, the textual data needs a linear process to understand the message.

Summary

The use of images or visuals is by far more efficient to be processed and transmitted to the brain (Walter & Gioglio, 2015). That is due to the human evolution in which humans responded to visual information far before adapting to read text. In fact, visualizations and especially data visualizations provide helpful support in every stage of the data journalistic process and help to engage the audience. If the visualization is done well it makes the data accessible and understandable in an appealing way or like Priya Kumar (2015) summarized, “Visualization is simply a tool to help traverse the gap between data and knowledge.”

2.2.6. Problems of data visualization

Besides, making mistakes while researching data for a story, there are also mistakes that can be made when visualizing the information. For instance, providing incomplete data as displayed in fig. 13. The graphic shows that the company ABC has a higher market share regarding federal states but this does not mean that they reach the majority of the people. Hence, the graphic needs to present and display the numbers of the market shares. This is just one example that a data visualization can be misleading the audience, giving them a wrong impression of the relation of data, numbers and information that were gathered.
In 2014, Ravi Parikh, cofounder of Heap published an article *How to Lie with Data Visualization*, which is closely linked to this topic. In the article, he emphasizes the simplicity to mislead the audience with rather basic visualizations, by naming and describing three of the most common ways. Additionally, he gave real-world examples to each misleading way, which are displayed alongside the descriptions in the following. Additionally, the MOOC *Math for Journalists* (Rodrigues, 2015) dealt with the problem of misleading statistics. Both sources agreed that the three most common mistakes or misleading ways are: “truncated y-axis”, “cumulative graphs” and “ignoring conventions” (Parikh, 2014; Rodrigues, 2015).

**Truncated y-axis**

Describes the point of messing with the range of the y-axis, which usually ranges from zero to a specific maximum depending on the range of data. However, sometimes changing the range helps to show differences, but also makes differences look larger than they actually are as presented in fig. 14.

**Cumulative graphs**

This type of graph is mostly used to show, for example revenue or downloads. In the case of revenue, cumulative graphs of the total revenue earned to date, can be used rather than a quarterly revenue as in the example of iPhone sales (fig. 15). Referring to the cumulative graph, sales are going up but the added column graph shows a different picture. Nevertheless, the cumulative graph is misleading, since it is not immediately obvious that the quarterly sales of the product have declined over the last three quarters of 2013.
Ignoring conventions

Another tactic to create misleading data visualizations is to break norms. Parikh gives the example of a pie chart, which does not represent parts of a whole as displayed in fig. 16. Another example of ignoring conventions is fig. 17 “Gun deaths in Florida”, which shows an increase but due to turning the y-axis upside down gives the impression, as if the amount of gun deaths is decreasing. This examples, represents a clear violation of the commonly known convention, that the values on y-axis increase when moving up the axis. The final example is the visualization of Top 10 Films by Worldwide Grosses in fig. 18. Of course, a bubble chart represents a useful tool, to display three-dimensional data in only two dimensions. But, this leads to problem because a third factor plays a role - quantity. In the example are several mistakes but the focus for this example is put on the size of bubbles. They show the improper use of bubble sizes, which are not proportional to each other.

All of the examples given are also supported by Darrell Huff, author of the book “How to Lie with Statistics”, in which he adds the component “visual impression” (Huff, 1993 p.71-73) when talking about the problem of using proportions in a volume based geometrical field.

Summary

To sum it up, there are many mistakes that can be made visualizing data but it should be remembered that data visualizations are supposed to make it easier to interpret data and further not to imply an opinion or feeling by breaking general rules. As a result, a journalist should have the knowledge of these conventions.
2.3. Dark Horse Vietnam

After exploring and reading through many similar approaches to data journalism and the concepts of the data visualization, they needed to be tested. This chapter presents the test of the theoretical workflow and evaluates the model.

2.3.1. Description

The main task of the project was to make use of the methods and ideas of open data journalism, in order to create a story with open, available data. Especially, with the background that the project marks my first data story including visualization that support and display the researched data, it can also be seen as a process of learning and studying. In order to, start the process it was suggested by data journalists to pick up and choose a topic that one genuinely wants to work on. Starting from there, the hacking and scraping of data happens until the project is working. Due to that, and the massive amount of data, which is provided by the Internet, the idea was to produce an open data story by making use of sources such as the UN, Govdata or Eurostat. So, using different sources, taking the workflows and the model of the inverted pyramid into consideration the article Dark Horse Vietnam was planned and inspired by the style of stories published on The Guardian Datablog and finally put into practice.

Dark Horse Vietnam

The motivation behind the article was a strong personal relation and my affection for coffee and the historical political relations between the former German Democratic Republic and Socialist Republic of Vietnam.

The main goal was to portray Vietnam’s coffee industry and the process of becoming the second biggest exporter of coffee in the world. Therefore, the story covers different aspects to give an insight into Vietnam’s coffee trade from the historical development, over the comparison with its competitors, to the global export and trade flow from Vietnam. The process and ideas behind the article are further explained in the next chapter while the article Dark Horse Vietnam can be found in the Appendix 7.
2.3.2. Process

The challenge was to turn something “off-topic” for most of the people, into a relevant and interesting story to pass on knowledge by giving them facts about the development and the current state using visual and narrative elements. The main idea of this project was to make use of the models and workflows explained above in the theoretical framework. In particular, Paul Bradshaw’s idea of the inverted pyramid of data journalism was to be tested and refined for smaller data stories. Furthermore, Edward R. Tufte’s and Alberto Cairo’s design suggestions were considered and applied to the visual components of data journalistic article and visualization. In order to understand specific items that are talked about in this chapter and to follow the workflow, see the article (Appendix 7) and take it by the hand.

The task was to go further than a short, visual data story by providing more details and a narrative, which give additional information that support, the presented graphics. The core of the data story is to show and tell the story of coffee from Vietnam, its global connection and the development of the coffee production of one of the most important coffee exporters.

The starting point of finding an appropriate topic that offers a variety of data but is also suitable to work on as a “first” data story took around two weeks. This general research, resulted in the realization that three of the four topics are very complex and will be worked on and finalized after this thesis is finished, leaving the very suitable topic of Vietnam and its strong appearance on the coffee market. This exceptional market position caught my interest because whenever people think of coffee, they think of Brazil, Guatemala or Ethiopia but not Vietnam.

After choosing this topic every step was documented and recorded, which became crucial when the data was gathered and changed. Furthermore, a dictionary for the different terms was made. The next step was to get further knowledge about understanding coffee trade and the coffee industry in Vietnam to think of possible questions to answer with data and follow throughout the research. This step inevitably leads to and represents Bradshaw’s first step - Compile.
2.3.2.1. Information and Data

**Compile**

Having found a topic and knowing that open data is available on this topic, which can be used in order to proceed, more accessible resources were rendered. The process of data gathering and compilation is in Bradshaw’s point of view the fundamental part that defines the act of data journalism. He mentions two ways to begin a story, which can be a question that needs data to be answered or a dataset that needs questioning.

This project, started with the general question: “*Where does my daily coffee and ‘fuel’ for my master thesis come from?*”. It did not take long to find out which countries exported the biggest amounts of coffee but the results were not what as expected. Especially, the second rank of Vietnam was a surprise and the main question was raised: “*How can Vietnam be the second biggest coffee exporter?*”

In the following, the data was scraped from the *UN Comtrade Database, International Coffee Organization (ICO), Statista* and the *United States Department of Agriculture - Foreign Agricultural Service*. In order to, scrape the right data the correct commodity code needed to be investigated, which is 901 and involves coffee, coffee husks and skins and coffee substitutes. Prior to scraping the data, the sources and how they get the data was verified. With the exception of the *ICO* it was a simple and transparent task. The data of the *ICO* was not complete, so the question was raised for the reason. In reply to this question, it turned out that the data of the *ICO* is depending on the transparency of their member states.

Furthermore, some of the sources provided the data in *.XLS* or *.CSV* formats, while others provided *PDF* formats. Due to that, some tools were needed to make the data accessible. One was an *optical character recognition* (OCR) tool, in order to transform the *PDF* and access the data. Another one was a web-scraper which makes use of the *API* of a website to collect the data directly form the website. Further tools, were cloud-based programs to save the gathered “messy” data, in order to access it at all time with all devices. Consequently, the partly “untidy” data of the *PDF* and web scraping was put in an *Excel* and *Numbers* spreadsheet to start cleaning up the data. At that stage eleven different spreadsheets with raw data were put together.
Clean

The most essential part of the cleaning process was to isolate the data and adjustments of measurements because the common unit to measure the amount coffee is in 60 kg bags. Due to that, the value was adjusted to tons, to make it more understandable to the audience. The cleaning and adjustments were done using Excel and Numbers, since the datasets cannot be considered big data and therefore did not need other tools.

Also, the datasets itself were well structured and duplicates did not exist. Nevertheless, the process was time-consuming because empty cells had to be deleted and punctuation or formatting of the tables needed to be adjusted. Moreover, countries that do not exist anymore were deleted.

All in all, the readability of the spreadsheets was improved, to make it accessible for the audience but also to copy and use them in the “rudimental” spreadsheet of Adobe Illustrator during the visualization process. Consequently, each table existed in three forms, (1) raw original version, (2) cleaned version and (3) simplified version for the visualization.

Context

After cleaning and adjusting the data, data of an undefined area (Areas, NES) appeared when looking at Vietnam’s exports of coffee in 2013. A smaller number could have been caused by human error but this item represented the second highest amount, which consequently raised the question of: Who is behind this data?

In first place, the outcome was unsatisfying, because the UN referred to the fact that they did not get any data on these exports and “The reporting country does not send us the details of the trading partner in these specific cases” (United Nations, 2010). But it was also mentioned that a human error or error by the reporting country can be a reason. Consequently, the Vietnamese customs was consulted, which could not provide any data on the exports of coffee for 2013. However, in my opinion this is a human error and the decimal place was set wrong, because this number does not appear in the years before and no development of this item can be recognized. This number also does not appear in any other statistics of, for example the ICO. Furthermore, it was important to check and know about the definitions and parameters of the ICO and how they gather the numbers, in order to consider or ask for different data. To important points were the facts, that the ICO calculates consumption as disappearance: imports minus re-exports.
plus or minus stock changes. In addition, the numbers provided were totals and usually did not add up owing to rounding. Both points did not affect the tables and were left aside. Nevertheless, it was important to question the data before continuing to work with it.

At this stage it was very helpful to have these questions noted down as guideline, focus and filter which data is important for the story. These questions were: How developed Vietnam’s coffee industry? What is the current state of the production and trade of Vietnamese coffee?

**Combine**

In the final stage, before thinking about how to communicate the numbers and story, the single spreadsheets were put together in one file. The combination was particularly helpful to look at the exports and imports in order to see if there is a big divergence in numbers, which might be another interesting story to look at and investigate. In this case, the numbers were within the scope and first ideas to communicate the story were collected.

**Communicate**

After all of the stages of Bradshaw’s *inverted pyramid* were successfully mastered, the next step was to communicate the findings and story. For this, Bradshaw’s second part of the *inverted pyramid*, 6 ways of communicating data journalism were taken into consideration and are explained in the following parts.

2.3.2.2. Communicate

The model gives six approaches to communicate the gathered data. Those were evaluated if they can be used for this project and if they are appropriate to communicate the story. The idea was to make an easy to consume and appealing graphic with text and figures that makes use of most of the elements mentioned before without overloading the page.

The project is designed as a still image for print or a single page story, which does not have any interactive elements. This limitation results in a lack of some of the following points such as the utilization. However, in the following each type of communication is evaluated in connection to the project.
Having the major advantage of communicating effectively was the reason to make use of this type. It was the most suitable way to visualize the numbers in pie and column charts. In addition, two maps were produced and used to provide an appealing way to show the global coffee consumption and coffee trade between Vietnam and the main importers of their coffee. The data visualizations were then visually connected to the coffee theme.

As mentioned before data stories do not need to include visual support, they can also provide data in text form by bringing down amounts to quantities that the mind can manage. The story also contains narrative elements, like most of the data stories on The Guardian but resulting the use of visualization, the narrative is less dominant. It is used to point out “highlights” to the audience. Nevertheless, the goal was to transform the complex data into understandable, concise and informal text.

The story provides the possibility to communicate it on social networks and maybe even find an answer to the misleading numbers of the Area NES that was described before. As a matter fact, this story was only produced for this thesis, in order to test Bradshaw’s model. Due to that, the social communication will be considered for future projects, in order to gather data and pass on findings.

The approach to humanize and personalize the story was made in the narrative by addressing not only coffee drinker but also passionate coffee drinker that see their coffee as fuel for their everyday life.

This point is strongly linked to interactivity, which cannot be provided due to its limitation of a still image. Nevertheless, the idea to provide the data sets and graphs with the data story is the analog, print form of interactivity by letting the eye and mind explore the data visualizations and find the information that is relevant to them.
Another result of the print limitation is this point. Of course, there are possibilities to link data visualizations to an online application or utilities, which show the latest updates on an event such as the latest traffic alerts.

**Summary**

The article shows how supportive and helpful visualizations are to display numbers and data in an appealing way. They help the reader to explore the data, such as who the biggest consumers of coffee are. Furthermore, it offers a chance to dig deeper into the data by accessing the data, which lets the reader interact with the data.

The work itself showed that the majority of work is data cleaning (Patil, 2012) and was facilitated by the use of “clean” data by the mentioned sources. As a result, the work done up front to clean the data repaid over the course of the realization of the article (Patil, 2012).

**Part II**

Data stories are produced to communicate the findings, in order to engage the reader and attract especially the younger audience, because “[a] report unread or not understood is a report wasted” (Meyer, 2002, p.7). Accordingly to promote a data story, in particular to the Millennials, the use of social networks is unavoidable.

**2.4. Millennials**

Millennials or the Generation Y play an important role in relation to the case study, since they are attracted to social networks and represent the main user group. Furthermore, they need to be characterized to find out which and how their characteristics influence data journalism and if they could be attracted by its principles. This part gives an insight into this generation and describes their characteristics and trademarks.

The Generation Y is shaped by dramatic events, changing economic situations and a remarkable technical revolution all around the globe. Referring to Smola and Sutton (2002), a Millennial is a person born between 1979 and 1994 and represents a person of the first generation to come of age on the new millennium (Keeter & Taylor, 2009). The
generation has already been characterized in a number of ways, for example in a survey regarding the appeal of brands for marketing reasons in which Millennials should reflect their personality (Barton, Fromm & Egan, 2012). According to this survey, Millennials described themselves as having unique personality traits, such as being technologically savvy, young, modern, risk taking, rebellious, hip, and funny or humorous (Boston Consulting Group, 2013). However, popular perceptions of Millennials are mostly negative and imply a very self-confident and self-absorbed personality, which is also described in the Pew Research Center report (2007). Further, they are commonly described as a social generation, which they express in real life and online. Moreover, this generation socializes while consuming different products and services. The socialization process happens as they review, post, update and share on different platforms like Tumblr, YouTube or Wikipedia, which reflects their eagerness to connect, collaborate and cooperate with each other and others. In other words, Millennials have a we-can-fix-it-together mindset (Solomon, 2015). In like manner, they also want to get along with everybody, which is a new phenomena concerning the authors van den Bergh and Behrer (2011, p.3), who stated that “[c]ontrary to previous generations, Gen Yers were brought up in an atmosphere of equal relationships and co-decision-making (...)”. As a matter of fact, Millennials are motivated to collaborate with businesses, brands or news media as long as they believe their opinion matters to the company. Another characteristic of the Generation Y is their hunger for adventure and challenges that appear on their way even on an everyday base (Pew Research Center, 2007). The report, Millennials - A Portrait of Generation Next - Confident Connected. Open to Change (Pew Research Center, 2007) also describes them as generally happy, optimistic about their future and confident team player.

When looking at the political activity of Millennials, the Generation Y is interested in politics and keeps up with topics such as national affairs (Pew Research Center, 2007). But, referring to a poll from Harvard's Institute of Politics (Harvard University, 2015; Sky News, 2014), only 21% of them consider themselves as politically engaged. Furthermore, new political topics appeared amongst Millennials, such as “ethics” or “consumption”. Due to that it can be said, they defined and are defining politics in a new way, which is different to their previous generation that fought for the change of the social order. Consequently, the new lifestyle of the Millennials leads to social changes, which makes them “secret revolutionaries” (Hurrelmann & Albrecht, 2014),
because they change the traditional patterns of life. These changes also apply to the consumption of news and journalism.

**Summary**

The Millennials or Generation Y represents currently the youngest group of age. Since they are the generation that will influence the “world” regarding business, technology or media in the future, their characteristics and trademarks are widely discussed. However, two significant characteristics of this cohort, which are of interest for this thesis, are the connectivity through social networks and the fact that the generation scrutinizes norms, standards and values.

### 2.5. Social Network

In order to engage the audience, it is important to know who they are and a platform to communicate with them. In connection to data journalism, this means that the audience can access and discuss other important numbers, which have not been discovered by the journalist or did not fit with the data story the journalist aimed to tell. Since, Twitter represents a social network, this term needs to be clarified to give a basic understanding of its characteristics.

#### 2.5.1. Terminology

The phenomena of social networks and media is not new because people have been providing information, recommendations and opinions to people they know in a two-way conversation before. In recent history, this happened using channels such as letters, telephones or more recent face-to-face discussions via video chat.

The term social network as it is used in this thesis, refers to an online community of individuals who create, share and consume content and information and/or cooperate on joint activities. Furthermore, it is considered a recent phenomenon that is experiencing a rising popularity over the last decade. The characteristics that distinguish the communication on “modern” social networks from other types of social interactions are referring to Nick Smith and Robert Wollan (2011) that they:
• Enable one-to-many or many-to-one conversations (peer-to-peer dialogues)
• Feature content created and posted by consumers of that content
• Are easy to use
• Are highly accessible, highly scalable and operate in real time (everyone + everywhere + every time)
• Entirely public and transparent

Antony Mayfield (2008, p.5), consultant on media strategy, social media and digital literacy defines social media by its characteristics, which are:

1. Participation – contribution and feedback
2. Openness – accessible to everybody
3. Conversation – two-way-communication
4. Community – share common interests
5. Connectedness – ability to link to other resources

To bring it to a point, “(...) social media enables the swift and easy development, creation, dissemination, and consumption of information and entertainment by both organization and individuals” (Smith & Wollan, 2010, pp.XI-XII), which is using social networks as its platform to interact. Therefore, the strength and advantage of social media and networks is the speed at which news, information are spread and the social component of building up relations amongst the user.

**Summary**

The main idea of social networks is the networking character, which is used to communicate media by status updates or posts in form of for example text, photos or videos. Common platforms are Twitter, Facebook or Google Plus, while the focus of this thesis is put on Twitter.

**2.5.2. Twitter**

Twitter is real-time digital microblogging platform, which enables users to spread and read 140-character messages. After the social networking platform was launched on the 15\textsuperscript{th} of July 2006, it rapidly grew a huge community and gained worldwide popularity. By now it became one of the ten most popular websites referring to Alexa (2015)
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regarding its traffic. As of May 2015 they have 302 million active users, who are altogether sending out 500 million tweets per day with a continues growth (Twitter, 2015). Subsequently, this number gives an impression of the gigantic volume of data, which is produced. Accordingly, it makes Twitter a rich virtual source for information in sensing public opinion and discovering trends and development for political or other initiatives. In fact, these trends and trending topics are gaining importance for measuring the public opinion. Moreover, Twitter also became an important tool for companies to provide and spread information about their products and communicate this way with their customers. By that, they make use of Twitter as a marketing tool, and further use it to do research on the market to develop new products and future strategies.

Of course journalism also makes use of the potential of Twitter. Due to the short messages, current events can be found, reported and covered faster than professional made news stories. For example, the coverage of the Aurora shooting in 2012 by reporters of the Denver Post with immediate updates of only minutes in between the tweets (The Pulitzer Prizes, 2013). This reporting and coverage of the event was also awarded with the Pulitzer Price in Breaking News Reporting in 2013. Another example of making use of Twitter as a source, like the model that was made to show the Ebola spread in order to predict the next outbreaks or the Twitter Flu tracker. It is important to point out that due to the directness of the messages via Twitter unverified false reports might be multiplied and communicated.

However, the microblog offers a platform to present different aspects from the life of the users or opinion on specific topics. These posts can then be commented or discussed by other registered readers. Consequently, tweets can be used to exchange information, thoughts or experience or other forms of communication. The content of tweets can be categorized in six main areas, referring to a study done by Pear Analytics in 2009 and quoted by Smith and Wollan (2011, pp.XI-XV). These six areas and their rounded shares amongst the tweets are:

- Pointless babble (40%)
- Conversational (38%)
- Pass along value (9%)
- Self-promotion (6%)
- Spam (4%)
- News (4%)
In order to get an impression of the general look, with the different components fig. 19 shows the anatomy of a tweet. The figure displays the most retweeted and shared tweet until now (June 2015), Ellen DeGeneres Oscar selfie (Twitter, 2014) from the Academy Awards in 2014.

In the upcoming part, Twitters most relevant features for the case study are described and explained. Additionally, a glossary (Twitter Help Center, 2014) of the used vocabulary and terminology can be found in the Appendix 8 for further explanations of the used terms and processes.

Tweets

A tweet describes a post which is made using Twitter. As mentioned in the introduction of this chapter, every tweet has a maximum of 140 unicode-characters and is public to everybody including not registered user. The tweet can include hashtags, links, other user profiles, images and locations.

Follow

By following a user or account one keeps track and stays updated by “subscribing” the tweets of a specific user, which are then shown in the timeline of the follower (person that subscribed the account).

Retweet

Who ever wants to share a tweet with followers can retweet with the integrated function. Tweets can also be quoted and commented. By retweeting a post the user usually passes along what they consider valuable news or other discoveries. Referring to Kwak, retweeting grows the voice of common people louder, while hundred thousands can listen (Kwak et al., 2010).
**Favorite**

The user has the possibility to like a tweet by marking it favorite. This happens by clicking the star icon. All of the favorite tweets can be found on the profile page of the user. The motivation to “Favorite” a tweet is different but it always implies that they like, agreeing or supporting with the content of the post.

**Summary**

Twitter is a microblog and represents a social network, which was used in the past and is still up until now to follow and cover stories and breaking news almost in real time. The users show and express their interest in stories or posts by retweeting (sharing) a tweet or marking them as favorite (liking), besides commenting. Furthermore, Twitter represents a platform of interest, due to demographic reasons and its global interconnection. Because of that it is also the source of the case study about the use of data visualization.

**2.5.3. News consumption – Social networks**

The fact that the Internet and in particular social networks provide a many-to-many communication makes it an appropriate medium to transfer and spread news. The fact tank Pew Research Center focused on the way news are spread and how the different channels relate to each other and examined the role of news on social networks in 2013 (Mitchell) and repeated the study in 2015 (Mitchell), with the result that the role of news on Twitter and Facebook is evolving.

The report shows that in the U.S., Twitter and Facebook are amongst the most relevant platforms for news consumption and users make use of these two networks in order to comply with their information needs. Moreover, 63% of these users get their news on those sites, which is a higher number in users than in 2013 (47% for Facebook and 52% for Twitter). This increase of users who get news on either Twitter or Facebook can also be observed throughout every demographical group. Nevertheless, the general usage of Twitter amongst U.S. adults (17%) is still lower than Facebook (66%). Another interesting point is the news habits on those sites, because particularly Twitter represents the main source for its users (59%) to keep updated about events as they are happening. In comparison only 31% of the Facebook user consider the site to follow breaking news. Amongst others, a relevant fact is that both platforms represent second-
ary sources for news but that especially the Millennials rely more on these networks for news (49% each on Twitter and Facebook). An additional finding of the survey was that Twitter news users are more likely than Facebook users to report seeing news about: “national government and politics (72% vs. 61%), international affairs (63% vs. 51%), business (55% vs. 42%) and sports (70% vs. 55%)” (Mitchell, 2015, p.3).

Ultimately, social media news are not only about consumption, it is also about engagement. Increasingly, the consumers or readers are contributing to the reporting with photos, videos or posts, which is a result of the growth of mobile devices.

Summary

The consumption of news on social networks has changed and especially Twitter and Facebook are important platforms for their users to get news. Both of these sites increasingly serve as source for news, which makes it attractive to present breaking news but also to find stories and get live updates on happenings.

2.5.4. Usage of Twitter

Around 646 million users (Statistic Brain, 2015) are registered at Twitter of which almost half (302 million) are active Twitter user. In order to understand the demographics and usage of Twitter, the Pew Research Center did a research about the demographics of social networking site users. Referring to the report, “[t]he percentage of internet users who are on Twitter has doubled since November 2010 (...)” (Duggan & Brenner, 2013). Of all Internet users, in 2012 16% (Ibid.) were using Twitter while the the latest standing from 2014 is at 23% (Duggan et al., 2015). The main group using Twitter is below the age of 50. Particularly, people aged 18 to 29 are very likely to use the social network, which also represents the group of interest - the Millennials. Of this group of users, half get their news from Twitter.

Millennials

The online statistics portal Statista (2015) published a chart based on a report by comScore in August 2014, which shows that Twitter is installed on the mobile devices of 23,8% of the U.S. American Millennials (18-34). It also states that besides Facebook, the social networking platforms Snapchat and Instagram are more popular amongst them than Twitter. These two platforms represent an exception, due to their characteris-
tics and are very recent and young tech companies that could still show a hype that surrounds them. Certainly, both social networks are interesting platforms with potential regarding the presentation of data journalistic products. However, it is important to point out that the data provided by the comScore report is not about the actual usage of social media apps, but does indicate that Snapchat reaches a very high amount of young adults, especially in comparison to networks such as Twitter. In reference to the report Profile of the Social Media News Consumer by the Pew Research Center, which was taken into consideration before, “Twitter news consumers are significantly younger than news consumers on Facebook, Google Plus and LinkedIn” (Matsa & Mitchell, 2014). In numbers this means, 45% of the Twitter news consumer are between 18 and 29. Unfortunately, the study includes parts of the target group in a different age group, the 30 to 49 year olds (Mitchell & Guskin, 2013). Thus, it can only be estimated that the bigger share lies amongst the younger consumers, which would then give the Millennials a share of over half of the user on Twitter. Another fact about the user of Twitter, referring to the Pew Research Center study, is that the gender of the user is equally divided in 50% male and female. Due to that, Twitter represents a social network, which is most suitable when making a social network analysis on Millennials and their interests, because they represent a majority of the user group that produce and consume news on this platform.

**Spread the word**

To display how effective the network of Twitter works, Simon Rogers gave different examples in a presentation about Twitter and data visualization (2015). In the presentation, he chose two important beats: entertainment and sports. More specifically, he referred to the Oscars 2014 (#Oscars) and the transfers in football on the last before the transfer window closes, which is called “transfer deadline day” (#TransferDeadlineDay) and usually is the busiest day (Rogers, 2015). Another example given by him is related to Typhoon Haiyan. It shows how tweets and news are spread and how connected the Twitter community is. Visualised: the world responds to Typhoon Haiyan on Twitter (Belmonte, 2013) displays how Twitter was used by thousands of people to call for help after Typhoon Haiyan in 2013. In detail, an interactive map with every geo-tagged tweet
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that mentions the word “help” in combination with key terms around the disaster was created. The result is the display of the massive global network.

All of the examples indicate how fast and easy news can be spread via Twitter. Furthermore, Shankland (2009) described this effect as Twitter Effect, which shows how tweets spread out like tree branches and reach a large amounts of users. As a result, Twitter represents a rich resource for studies and to gather information and data. Moreover, it is a suitable platform to spread news worldwide and reach in particular the younger audience, such as Generation Y and Z.

**Summary**
The global network of Twitter is an important tool for the audience and in particular the Millennials and their news consumption. As a result of its interconnectivity, the platform increases its meaningfulness because stories can be picked up easily through hashtags as they are tweeted and shared in the twitterverse.

**2.6. Use of data visualization on Twitter (Case Study)**

Social networking is a useful tool and could become an essential element for particularly data journalism. Due to that, it is interesting examine, to what extend news companies make use of social networks to publish their visual results of data stories but also in how far they are accepted by the audience. In the upcoming parts the approach, the way the study was obtained and the process of the research are described more in detail.

**2.6.1. Explanation**

Due to the instantaneous nature of social networks, journalists are not the first and fastest source to report about an event or happening anymore. This changes the role of the reporter, who can collect the information and data spread on social networks instead in order to show a development or explain the backgrounds of the events or issues.

*Research period*
The period of time to research the development is a result of implementation of the photo-sharing tool: pic.Twitter.com. Accordingly, the research period starts in July after

---
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the final launch of the image uploading service in June 2011 (Dorsey, 2011) and ends in December 2014.

**Dataset**

The whole set of data of the case study contains five different tables, which can be found in the *Appendix 10 to 14*. Each account provides an overview split in four parts, from 2011 to 2014. The gathered data and tables include the categories tweets, retweets, favorites and their averages.

**Data gathering**

As mentioned above all tweets showing a data visualization in relation to data stories were taken into account. This includes updated tweets such as maps, during breaking news for example, which were counted every time they had been tweeted since they showed new developments or information. With every relevant tweet, the amount of favorites and retweets were recorded, in order to conclude about the acceptance by the audience.

**2.6.2. Analysis**

In the following the collected data from the different news media accounts are presented and analyzed. Since, the numbers itself are very abstract and theoretical, every year provides a table to present the numbers in a comprehensible way. In order to make the analysis easier to read, the years are divided into quarters and summarized to point out the essential changes and developments related to the case study. Finally, a comparison between the different channels and their posts on a quantitative base are made and looked at.

The sum of all recorded, relevant tweets over the research period of almost four years is 2,963. The progress in posts over the years shows a huge growth in 2014 by over 450%, which means five and a half times more than in 2013. The same picture can be observed when looking at the feedback from the audience. The total of retweets and favorites is increasing bringing it to a total of more than half a million retweets (526,308) and 259,079 likes. Since the increase in retweets and favorites might be related to the increase in posts, the average retweet and favoriting per tweet was also taken into consideration and presents a rising trend as well. While every tweet was retweeted on an
average of roughly 65 times in 2013, the average retweet of post in 2014 was 229, which is more than three times of 2013. As well as the average of retweets, the average favorite per tweet grew. More in particular, the average stars given to a tweet in 2013 was 28, which is four times less than the average like per tweet in 2014 (113).

So, the overall picture of the development brings up an ascending and positive trend in all researched categories. All of the accounts present an increase in usage of tweets with visual data journalistic products. Although, there is a slow growth to observe until 2013, numbers boosted in 2014. The only exception is the specialized account of The Guardian that already in 2012 shows a growth in numbers and dropped again in 2013, before rising again in 2014. This is related to a very interesting observation that was made during the research of this channel. The reason is that a lot of the data stories were posted using primarily photos or The Guardian logo as visual eye-catcher to attract the audience. Correspondingly, these posts could not be considered in the count and were not recorded in 2013, this changed in 2014.

To get a more detailed look at the numbers and the progression, the upcoming parts give a further insight. Moreover, a visualization of the shares amongst the years and the accounts can be found in Appendix 9.

2.6.2.1. Die Zeit

Die Zeit was first published on the 21st of February 1946 and is a German weekly newspaper. The web version Zeit Online works since 1996 and is also the provider of the Twitter account @zeitonline, which was examined in this case study.

<table>
<thead>
<tr>
<th>@zeitonline</th>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>2</td>
<td>30</td>
<td>15</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>2012</td>
<td>5</td>
<td>98</td>
<td>19.6</td>
<td>45</td>
<td>9</td>
</tr>
<tr>
<td>2013</td>
<td>25</td>
<td>629</td>
<td>25.16</td>
<td>291</td>
<td>11.64</td>
</tr>
<tr>
<td>2014</td>
<td>198</td>
<td>3.725</td>
<td>18.81</td>
<td>2.239</td>
<td>11.31</td>
</tr>
<tr>
<td>Total</td>
<td>230</td>
<td>4.482</td>
<td>2.595</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Die Zeit - Overall

The channel is online since May 2005 and started tweeting on the 2nd of May. It has 686,210 followers (3. April 2015) and the overall amount of all tweets from the account is 71,412 of which only 230 are relevant for this case study and were
considered. The development over the years is all in all positive and shows an increase throughout the categories, which implies a growing importance of tweets with a visual attraction in connection to data journalism. From year to year a dramatic increase can be observed. As shown in table 1, every year the amount of post grew from 2011 to 2012 (150%), 400% from 2012 to 2013 and finally increased by 692% from 2013 to 2014. Also, when looking at the other numbers, like the growth of retweets and favorite, it can be said that @zeitonline is emphasizing its engagement in this field and gets rewarded by the users. However, the Twitter channel of Zeit Online represents among all researched Twitter accounts, the “weakest” one regarding the overall tweets, retweets and favorites. This has different reasons; one of them is the fact that all tweets are only posted in German and the account only has a small target group, which they can reach. The share amongst the four years looks as described in the following:

2011

Since Twitters photo-sharing tool was not in use in the first two quarters, there are no results, which could have been researched until July 2011. Nevertheless, the amount of all relevant posts in 2011 contains only two tweets. These were retweeted 30 times and marked as favorite 20 times and one each was found in November and December. To talk about a general development or analyze this year, the amount of tweets is too low. Due to that taking the average tweet rates into account is also unnecessary. This will be done in the following years with exception of 2012, which can also be considered a weak year as to see in the next part.

2012

<table>
<thead>
<tr>
<th></th>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Q2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Q3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Q4</td>
<td>4</td>
<td>95</td>
<td>23,75</td>
<td>45</td>
<td>11,25</td>
</tr>
<tr>
<td>2012</td>
<td>5</td>
<td>98</td>
<td>19,6</td>
<td>45</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 2: Die Zeit - 2011

<table>
<thead>
<tr>
<th></th>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Q2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Q3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Q4</td>
<td>4</td>
<td>95</td>
<td>23,75</td>
<td>45</td>
<td>11,25</td>
</tr>
<tr>
<td>2012</td>
<td>5</td>
<td>98</td>
<td>19,6</td>
<td>45</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 3: Die Zeit - 2012

In 2012 a small increase on five overall retweets is to observe. One each can be found in January and November, with the tweet in January being retweeted three times and not marked as Favorite once and
the November tweet being retweeted nine times and favorited seven times. December provides 60% of all the tweets (3), which were retweeted 86 times on an average of around 29 retweets per tweet. 38 users marked these three tweets as favorite, bringing it on an average of 12,7 markings per tweet.

As a result, the five tweets were retweeted 98 times (average of 19,6 retweets/tweet) and liked 45 times on an average of nine favorites per tweet. Nevertheless, as mentioned before the amount of tweets is also very rare in 2012 and an analysis of the quarterly development is rather relevant and not completely representative.

2013

This year provides an overall of 25 tweets with a sum of 629 retweets (25,2 retweets per tweet) and 291 favorites leading to average 11,6 likes per tweet. 2013 shows a more representative development than the last two years, so a more detailed analysis is possible. The development of the amount of relevant tweets is rather low compared to the other channels, but there is an overall positive progress throughout the year 2013 and an increase in amount of tweets, retweets and favorites (table 4) is to observe. The shares of the tweets throughout the year look like as described in the following.

Q1: This quarter shows an increase of 75% up to the sum of seven tweets. In addition, more retweets (116), which is a plus of 22,11% compared to Q4 in 2012 were recorded and a small decrease of 8,89% on 41 favorites can be observed.

Q2: Because of May and June, in which no relevant tweets were published, Q2 shows only one post and provides a big minus in comparison to Q1 and a decrease in absolute numbers in all categories as seen in the table 4.

Q3: However the second quarter seems more like an exception since a positive trend from Q1 towards the end of the year can be seen. So, the amount of tweets in Q3 rises up to 8, providing 153 retweets and 64 likes (favorites) by the Twitter users.

Q4: A positive trend can be seen and this quarter that provides one more tweet (9), which is a plus of 12,5%. Additionally, in Q4 the amount of retweets is more than twice as much compared to Q3 (336 retweets, increase of around 120%). Also the
amount of favorite markings shows this increase (185) and is roughly three times more compared to the third quarter.

2014

<table>
<thead>
<tr>
<th></th>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>45</td>
<td>1.199</td>
<td>26,64</td>
<td>628</td>
<td>13,96</td>
</tr>
<tr>
<td>Q2</td>
<td>43</td>
<td>1.359</td>
<td>31,60</td>
<td>785</td>
<td>18,26</td>
</tr>
<tr>
<td>Q3</td>
<td>54</td>
<td>481</td>
<td>8,91</td>
<td>331</td>
<td>6,13</td>
</tr>
<tr>
<td>Q4</td>
<td>56</td>
<td>686</td>
<td>12,25</td>
<td>495</td>
<td>8,84</td>
</tr>
<tr>
<td>2014</td>
<td>198</td>
<td>3.725</td>
<td>18,81</td>
<td>2.239</td>
<td>11,31</td>
</tr>
</tbody>
</table>

Table 5: Die Zeit - 2014

This year represents the highlight year in terms of relevant tweets, retweets and favorites. With an overall of 198 relevant posts, which were reposted 3.725 times (an average of almost 19 retweets per tweet) and liked 2.239 times, the year shows a very positive development. Especially, in second half of the year an increase in posts can be observed, which also shows a high amount of retweets and favorites.

Q1: The trend that can be observed during the second half of 2013 is continuing in the first quarter of 2014. The amount of tweets in Q1 boosts up by 400% on 45 tweets. The same development is seen in the retweets (1.199), which means a plus of around 257% and the favorites (628 with an increase of around 240% to Q4, 2013).

Q2: This quarter provided two tweets less than Q1 (43) but still increased the amount of retweets by around 13% on 1.359 and also the favorites by 25% on 785 likes. More than half of the post can be found in April (24) and also more than half of the retweets and favorites are found in April. Nevertheless, Q2 shows a positive trend overall, which continues in some categories in the third quarter.

Q3: Q3 shows an increase by more than a quarter, in comparison to Q2 in total numbers of posts, up to 54 relevant tweets. These were retweeted only 481 times, which is a decrease of almost two thirds (rounded 65%) in relation to the last quarter. A similar development can be observed in the likes of the tweets (331 favorites) that declined by more than half (rounded 58%), in comparison to Q2.

Q4: In the last quarter of the relevant research period an overall amount of 56 relevant tweets was recorded. This also marks the highest amount posted within the whole period of time that was researched and led once again to an increase of almost 4% compared to the Q3. Furthermore, the amount of reweets reached 686 (+42,6% to Q3) and the tweets were also liked almost 50% more (495 times) than in the last quarter.
2.6.2.2. The Guardian

The newspaper was first published in 1821, when it was called Manchester Guardian until 1959, after that it became The Guardian. It is a British daily newspaper and the owner of the Twitter-Account @guardian. Additionally to that account, The Guardian has a more specialized account @GuardianData, which was also taken into consideration and is the reason this section is separated in two separate parts.

@guardian

The Guardian joined Twitter in November 2009 but did not tweet until the 11th of December 2009. The amount of tweets until the 3rd of April 2015 is 134.862 and around 3.45 million people follow the channel. The account of The Guardian posted throughout the four years 435 relevant tweets, which got a feedback of 36.178 retweets and were favorited 16.063 times.

The development of the numbers is increasing from 2011 to 2014, experiencing a big boost from 2013 to 2014 as shown in table 6. As a result of this recorded data and the ascending trend in all categories, The Guardian and the audience imply a growing interest in consuming and posting data journalistic products. These posts are spread amongst the years as described next.

2011

<table>
<thead>
<tr>
<th></th>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Q2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Q3</td>
<td>9</td>
<td>273</td>
<td>30,33</td>
<td>48</td>
<td>5,33</td>
</tr>
<tr>
<td>Q4</td>
<td>18</td>
<td>452</td>
<td>25,11</td>
<td>119</td>
<td>6,61</td>
</tr>
<tr>
<td>2011</td>
<td>27</td>
<td>725</td>
<td>26,85</td>
<td>167</td>
<td>6,19</td>
</tr>
</tbody>
</table>

In the first year that was researched, 27 tweets that are relevant to the study were recorded. Those were 725 times retweeted (average of 26,9 retweets per tweet) and marked as favorite exactly 167 times (6,2 markings/ tweet). This year provided a good opening, for the following years and shows that data journalistic products already found a niche to attract the audience at an early stage.

Q1/Q2: Resulting the late implementation of Twitter's photo-sharing tool, no relevant posts were published during the first and the second quarter.
Q3: In the first quarter to be researched, nine relevant tweets were counted, which were retweeted 273 times and liked 48 times.

Q4: From the good start in the last quarter to Q4 the amount of tweets doubled up to 18 tweets. This increase also affected the amount of retweets (452) and favorites (119) positively.

2012

The 60 relevant tweets, 2,535 retweets and 1,362 favorites draw a positive development in all categories. From the first to the last quarter an ascending trend can be seen, with a small drop in the Q3. The exact numbers throughout the quarters are explained in the following.

Q1: In comparison to the last quarter of 2011 the amount of tweets went down by 28% to 13 tweets. Although the amount of relevant posts fell, the feedback, in form of retweets (600) and favorites (284) has risen as shown in table 8. As a result, the average retweet per tweet is 46 and average favorite 22.

Q2: The overall amount of tweets in Q2 went up to 18 and so did the amount of likes (386). While the tweets were retweeted 591 times, a small decrease of 9 retweets can be observed.

Q3: The drop in numbers mentioned above in Q3 looks as the following. On one hand the amount of all categories decreased, tweets (11), retweets (417) and favorite (269). On the other hand, the averages of retweets and favorites show an increase compared to Q2. While in Q2 the average retweet per tweet was around 33 and 21 favorites per tweet, the third quarter brings up an average retweet of around 38 and around 25 favorites per tweet.

Q4: This quarter brought up the highest amount so far in retweets, which have more than doubled (927) and favorites (423) that went up by over 50%. Meanwhile, the provided amount of tweets (18) is the exact same as in Q2.

<table>
<thead>
<tr>
<th>Year</th>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>60</td>
<td>2,535</td>
<td>42.25</td>
<td>1,362</td>
<td>22.7</td>
</tr>
</tbody>
</table>

Table 8: The Guardian - 2012
The year 2013 provides two more relevant tweets (62) than 2012. But the retweets (4,050) and favorites (1,720) developed positively. In particular the amount of retweets increased by almost 60% compared to 2012. Looking at the overall development, an ascending trend from the beginning to the end of the year can be seen but again the numbers drop in the middle part of the year. The average retweet in 2013 adds up to 65,3 and the average favoriting is 27,7 per tweet. The numbers of the categories are spread amongst the quarters as seen in Table 9 and shown in the following.

Q1: The first quarter brought up 13 tweets, which were retweeted 742 times and liked 284 times. Once again the trend from the previous year’s Q4 is a decreasing one. Even though the average retweet per tweet with around 57 is higher than in Q4, 2012.

Q2: The amount of tweets almost halved down to seven tweets in this quarter. Due to that also the retweets (224) and favorites (83) were affected and further the related average in both categories.

Q3: The numbers recover after the weak quarter before, providing 13 tweets that were retweeted 502 times and favorited 224 times. Nevertheless, the amounts are still below the result of Q1.

Q4: After the low in the two previous quarters, the amounts of all categories got a boost and the amount of tweets are more than twice as much as in Q1. The 32 tweets were shared 2,582 times and were 1,129 times marked with a star. This is an increase of numbers of over three times in these two categories from Q1 to Q4 (retweet: 248%, favorite: 298%) Moreover, this is the first time the two categories reach a score, above 2,000 or 1,000 hits.

<table>
<thead>
<tr>
<th></th>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>13</td>
<td>742</td>
<td>57,08</td>
<td>284</td>
<td>21,85</td>
</tr>
<tr>
<td>Q2</td>
<td>7</td>
<td>224</td>
<td>32</td>
<td>83</td>
<td>11,86</td>
</tr>
<tr>
<td>Q3</td>
<td>10</td>
<td>502</td>
<td>50,2</td>
<td>224</td>
<td>22,4</td>
</tr>
<tr>
<td>Q4</td>
<td>32</td>
<td>2,582</td>
<td>80,69</td>
<td>1,129</td>
<td>35,28</td>
</tr>
<tr>
<td>2013</td>
<td>62</td>
<td>4,050</td>
<td>65,32</td>
<td>1,720</td>
<td>27,74</td>
</tr>
</tbody>
</table>

Table 9: The Guardian - 2013
The last year that was researched, shows an overall of 286 tweets and an ascending trend throughout the year as shown in Table 10. Furthermore, the tweets were retweeted 28,868 times while liked with an overall of 12,814 stars, which led to an average of 101 retweets/tweet and 45 likes/tweet. The shares of the different categories amongst the quarters look like that:

Q1: As in the years before the first quarter presents in comparison to the previous quarter, a decrease in the amount of tweets (29). However, the other two categories (retweet: 4,733 and favorite: 2,134) show a massive increase by over 80%. The first quarter also shows the highest average of retweets (163 retweets/tweet) and favorites 74 stars/tweet) during the entire research of the account.

Q2: 172% more tweets than in the last quarter is the result of the recorded data for Q2. With 79 tweets, 7,568 shares and 3,166 favorites a massive increase in numbers can be seen. The retweets increased by almost 60%, while the favorites went up by almost 50%.

Q3: The highest scores throughout the whole research of this account were reached in Q3. A total of 95 relevant tweets were counted, with an overall of 8,674 retweets and 4,086 favorite markings.

Q4: In comparison to the previous quarter a decrease in numbers (tweet: 83, retweet: 7,893 and favorite: 3,428) can be observed. Nevertheless, the numbers still mark the second highest amount overall and tops the strong year, while the overall ascending trend continues.

<table>
<thead>
<tr>
<th>Quarter</th>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>29</td>
<td>4,733</td>
<td>163.21</td>
<td>2134</td>
<td>73.59</td>
</tr>
<tr>
<td>Q2</td>
<td>79</td>
<td>7,568</td>
<td>95.8</td>
<td>3166</td>
<td>40.08</td>
</tr>
<tr>
<td>Q3</td>
<td>95</td>
<td>8,674</td>
<td>91.31</td>
<td>4086</td>
<td>43.01</td>
</tr>
<tr>
<td>Q4</td>
<td>83</td>
<td>7,893</td>
<td>95.1</td>
<td>3,428</td>
<td>41.3</td>
</tr>
<tr>
<td>2014</td>
<td>286</td>
<td>28,868</td>
<td>100.94</td>
<td>12,814</td>
<td>44.8</td>
</tr>
</tbody>
</table>

Table 10: The Guardian - 2014
The account of *The Guardian’s Datablog* is active since the 11th of March, while joining in March 2009. So far they posted 6,986 tweets and have 54,729 followers (3. April 2015). The sum of all relevant tweets that were recorded from the account @GuardianData is 588 that were retweeted 10,396 times and liked (favorite) 3,947 times, which is a remarkable number especially when looking at the amount of follower of the channel has. Also the development of the numbers over the years show a steady rise in all categories (tweets, retweets, favorites) as presented in table 11, with the exception of 2013. Even though, the numbers are lower than in 2012 it is important to point out that in comparison to 2011 the overall amount of all recorded data is still higher. This leads to another interesting observation, the increase of retweets and clicks of the star button (favorite), which implies a gaining interest. From 2011 to 2014 both categories show a rising average of the retweets and favorite per tweet (2011: 5,7 retweets/tweet to 2014: 32,3 retweets/tweet and 2011: 3,2 favorites/tweet to 2014: 10,1 favorites/ tweet). The development cover the years can be seen in the table and are further described below.

2011

The specialized account of *The Guardian* already provides a sum of 57 relevant tweets that were recorded. These were retweeted 325 times and favorited 182. Altogether, this year brought up usable data to work with and make a first analysis, which shows an ascending trend in the use and acceptance of data visualizations. Meanwhile, the shares amongst the quarters look like this:

Q1/Q2: Due to the use of Twitter’s own image tool, which was mentioned before there is no data available for the first quarter and neither the second quarter.
Q3: This quarter provides the first relevant tweets, with the first “usable” post in August and a total of 13 tweets that were retweeted 67 times (average around 6 retweets per tweet) while being like 64 times (average of around 5 favorite markings per tweet).

Q4: Once again an ascending in the amount of relevant tweets up to 44 can be seen, which is three times more (rounded 239%) than in Q3. The same scenery can be observed when looking at the amount of retweets (258, increase by almost 290% compared to Q3) and the favorites. In comparison to the amount of tweets and retweets, the favorites “only” made it to escalate their amount by almost 85% up to a total of 118 markings.

2012

<table>
<thead>
<tr>
<th></th>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>40</td>
<td>209</td>
<td>5,23</td>
<td>142</td>
<td>3,55</td>
</tr>
<tr>
<td>Q2</td>
<td>69</td>
<td>542</td>
<td>7,86</td>
<td>326</td>
<td>4,72</td>
</tr>
<tr>
<td>Q3</td>
<td>49</td>
<td>310</td>
<td>6,33</td>
<td>166</td>
<td>3,39</td>
</tr>
<tr>
<td>Q4</td>
<td>59</td>
<td>671</td>
<td>11,37</td>
<td>330</td>
<td>5,59</td>
</tr>
<tr>
<td>2012</td>
<td>217</td>
<td>1,732</td>
<td>7,98</td>
<td>964</td>
<td>4,44</td>
</tr>
</tbody>
</table>

Table 13: GuardianData - 2012

The trend that started to appear in the end of 2011 continues in 2012, where an overall amount of 217 relevant tweets were counted. Also the amount of reposts and likes increased massively and went up to a total of 1.732 retweets and 964 favorite markings. In particular, the development of retweets and favorites are impressive. Both categories provide the high scores in Q2 and Q4. To be more precise from Q2 to Q4 the amount doubled (retweet: 116%) or almost doubled (favorite: 99%) their value. In comparison, the rate of retweets was 7,9 retweets per tweet in Q2 while in the fourth quarter every tweet was retweeted at an average of 11,4 times. The same phenomenon is to observe when looking at the favorites. While the tweets in Q2 were liked on an average of 4,7 times, the users favorited a tweet on an average of 5,6 in Q4. With the increase of numbers in the fourth quarter, 2013 shows an overall positive trend in the development. Although, Q2 came along with a surprisingly high amount of researched data, the following two quarters brought up good numbers and presents an overall amount, which is still higher than the numbers of the first quarter.

Q1: Nevertheless, the first quarter of 2012 shows a loss of four tweets (-9% down to 40 tweets) and a decreasing amount of retweets (209, rounded 19%) compared to the last quarter of 2011. However the favorites on the other hand increased, by approximately by 20%, up to 142 likes.
Q2: This quarter marks the strongest part regarding tweets so far of @GuardianData and also throughout the whole year 2012. The three months provide in sum 69 relevant posts, which were retweeted 542 and favorited 326 times. As a result, of this high number an ascending of all collected data can be seen. In detail, the tweets increased by round 73%, the retweets by round 159% which is 2,5 times more than in Q1 and the favorites are more than twice as much as in the last quarter.

Q3: After the strong second quarter the amount of tweets goes down by 29% to 49 tweets and also retweets (310) and favorites (166) lose ground. However, the amount is still above Q1 and the trend experienced an exceptional high in Q2 but on the average is still ascending which is kept up in the next quarter.

Q4: The relevant tweets in Q4 include a total of 59 posts, which were retweeted 671 times and were liked 330 times. In comparison to Q3, this means an increase of the relevant post by approximately 20% is to observe.

**2013**

The positive trend that can be seen in the last two years comes to an end in 2013. The overall tweets only come up to 90 relevant posts. These were retweeted 1,095 times and marked as favorite 531 times. However, it is important to point out that the retweets per tweet (average of 20,4) are the highest average of retweets since data was recorded for this case study. The same observation can be made when looking at the amount of likes per tweet. With an average of 8,2 star markings per tweet this also is a high score up until this point. Overall, from the first to fourth quarter in 2013, a clear descending trend in numbers can be observed and every quarter shows a negative development in comparison to Q4 of 2012. However, the last quarter in 2013 shows a positive development in comparison to Q3 and displays a recovery, while marking the start of an ascending trend that continues in 2014.

Q1: As already described the numbers of all categories dropped, which can also be seen in the first quarter. The overall number of the relevant tweets is 35 and is a decrease by around 41%, compared to Q4 2012. These posts were retweeted 407 times and
favorited 216 times. Furthermore, the first quarter marks the highest recorded numbers throughout the whole year and the descending trend continues in Q2.

Q2: This quarter provides 40% less tweets (21) than the last quarter. The amount of retweet is 174, which is less than half (-57,3%) of the retweets in Q1. This development can also be seen when looking at the sum of favorites (118) and means a minus of 45,4%.

Q3: Also the third quarter joins the drop in numbers and falling trend that is described above. With only 16 relevant tweets, 146 retweets and 50 favorite markings the third quarter marks the lowest recorded numbers since Q3 in 2011, with the exception of the zero scores in Q1 and Q2 in the same year.

Q4: In this quarter the numbers recover slowly and an increase in numbers can be observed. A total of 18 relevant posts were recorded, which is an increase by 12,5% but compared to Q1 still shows a dropping trend in the amount tweets, retweets (368) and favorites (147).

2014

After a recession in the last year, the numbers slowly recover in 2014 and show a strong ascending over the four quarters. In sum, 224 relevant tweets were published and retweeted 7.244 times, which means an average of circa 32 retweets per tweet. A similar development shows the favorite category that reaches an overall amount of 2.270 likes. Looking at these numbers, already gives an impression of 2014 and the positive development in comparison to 2013 and the years before. After looking at the development throughout the four quarters in 2014 more in detail, a strong increase in numbers from the amount of tweets, over retweets and favorites can be seen. In Q3 and Q4 the sum of retweets reached more than 2.500 and a similar development can be observed in the other researched categories. All in all, from Q1 to Q4 an ascending trend can be recognized, which flattens slightly in the fourth quarter after a very strong increase in Q3. Nevertheless, the recorded data of the last quarter of the year is still very high within all categories and marks the highest numbers throughout the year. Moreover it shows a gain in acceptance with an average of 42 retweets per tweet and an average of

<table>
<thead>
<tr>
<th></th>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>24</td>
<td>540</td>
<td>22,5</td>
<td>210</td>
<td>8,75</td>
</tr>
<tr>
<td>Q2</td>
<td>40</td>
<td>701</td>
<td>17,53</td>
<td>256</td>
<td>6,4</td>
</tr>
<tr>
<td>Q3</td>
<td>78</td>
<td>2.553</td>
<td>32,73</td>
<td>639</td>
<td>8,19</td>
</tr>
<tr>
<td>Q4</td>
<td>82</td>
<td>3.450</td>
<td>42,07</td>
<td>1.165</td>
<td>14,21</td>
</tr>
<tr>
<td>2014</td>
<td>224</td>
<td>7.244</td>
<td>32,34</td>
<td>2.270</td>
<td>10,13</td>
</tr>
</tbody>
</table>

Table 15: GuardianData - 2014
favorite markings of 14/tweet. In detail, the share amongst the quarters and development looks as the following:

Q1: In the first quarter of 2014, 24 relevant tweets were recorded which is an increase by one third from the last quarter 2013 to this quarter. Furthermore, the amount of retweets and favorites increased by more than 40% up to 540 retweets and 210 favorites.

Q2: The positive development continues during the second quarter and the numbers rise once again. So, the sum of all relevant tweets (40) is two thirds more than in Q1. A similar process is seen in the overall retweets (701) and favorites (256) in Q2. However, the escalation is not as high as the one observed at the tweets, which leads to a lower rate of average retweets (17,5 retweets/tweet) and average likes (6,4 markings/ tweet) than in Q1 (22,5 retweets/tweet and 8,75 favorite/tweet).

Q3: A big boost up can be seen in the recorded data in Q3 and in table 15, leading to an overall of 78 tweets. That is the highest amount of tweets so far and from Q2 to this quarter the relevant tweets almost doubled (95%) and also the amount of retweets (2.553) and favorites (639) increased massively. In case of the retweets, it is 2,5 times more than in the last quarter and the numbers in the category favorite increased by roughly 150%, which means it is more than twice of the likes than in Q2.

Q4: In the last researched quarter the data points out that the ascending trend continues throughout the year. After the strong the third quarter, this quarter tops all recorded numbers. The sum of all tweets (82), retweets (3.450) and favorite (1.165), all show the highest amount throughout the recorded years leaving a very positive picture of the use of data visualization of @GuardianData.

2.6.2.3. The New York Times

The New York Times is the U.S. American representative within the case study. The newspaper was first published on the 18th of September 1851 and is a daily newspaper. As The Guardian, The New York Times has an official Twitter account @nytimes and an account, more specialized in graphics and data visualizations called @nytgraphics.
The official account, @nytimes was opened in March 2007 and started to operate and tweet on the 5th of March 2007. Until the 3rd of April 2015, 175,428 tweets were posted on the channel and more than 16 million users followed the channel.

In sum, 1,319 relevant tweets were published and retweeted 447,816 times, while favorited 224,222 times. The recorded data of this channel represents the highest amounts of all researched accounts during the period of research. Meanwhile the trend of the development over the years is ascending and provides an increasing amount of numbers. Moreover, a big increase in numbers from 2013 to 2014 in every category was recorded. In detail this means that the amount of tweets are seven times higher in 2014 than in the previous year. Also the retweets are almost 23 times more than the retweets in 2013 and a similar development can be seen when looking at the favorites, which are 27 times higher in 2014 than in the year before. The positive development and growing acceptance of the consumers amongst the years is described in the upcoming part.

2011

The two quarters of the period of research provide an amount of four relevant tweets, of which three were found in Q3. Those three posts were retweeted 296 times and favorited 100 times. The fourth tweet was found in the fourth quarter and retweeted 267 times and favorited 94 times.

The recorded numbers of tweets is too low to present a trend throughout the year, but the amount of retweets (563) and favorites (194) is the highest score compared to the recorded data of all the other accounts in 2011 and already shows a huge acceptance by the audience. The average retweet and favorite in 2011 is 141 retweets/tweet and 49 favorites/tweet, which mark the second (average retweet) and third (average favorite) highest average of the account.
From 2011 to 2012 the overall amount of tweets went up to 20 posts. They attracted many users and all tweets were retweeted 2,047 times and favorited altogether 601 times. The year starts stagnant in the first half before the recorded numbers start raising and show an ascending trend towards the end of the year. Overall it can be said that the feedback in form of shares and likes is higher than the two categories amongst the other channels.

Q1: As mentioned, the start is with one post a slow one. This one post has been reposted 125 times and was liked 65 times, which marks a very high amount of average feedback.

Q2: The described stagnant trend continues in the second quarter that also brought up one post. However this tweet did not get as much feedback, with 37 retweets and 13 stars as the post in the last quarter.

Q3: An increase in tweets, up to eight relevant posts, can be seen in Q3. Henceforth, also retweets (660) and favorites (229) were affected and increased, starting a positive trend towards Q4.

Q4: The trend continues in the last quarter of 2012 and in Q4 ten relevant tweets that were overall reposted 1,225 times and marked 294 times with a star, were recorded.

The positive trend in numbers continues in 2013, with eight times more tweets (161), nine times more retweets (18,591) and 13 times more likes (7,978) than in all 2012. The development throughout the year is also positive and the rising trend continues as shown in table 19 and described in the next part.
Q1: Compared to last year’s quarter, a plus of three tweets (13) can be recognized. Furthermore, reposts and likes have risen to 1.496 (retweets) and 490 (favorite), which continues the positive trend from the previous months.

Q2: In this quarter the relevant tweets jump up to 32 posts, which is more than twice as much as in the previous quarter. This development can also be seen in retweets (5.156) that provide more than three times of Q1’s shares and also the favorites show an increase of more than three times compared to Q1 with an overall of 1.660 star markings in this quarter.

Q3: The third quarter shows a growth in tweeted content by 28% up to 41 tweets, while registering a drop in retweets and favorites. The amount of reposts (2.423) is only half of Q2’s and also the likes went down by more than one-fourth to 1.192.

Q4: After the drop in the last quarter, 75 tweets were recorded in Q4, which is the highest amount until here. Also the feedback of these posts is the highest so far, while the retweets went up to 9.516, the favorites rose up to 4.636 clicks.

2014

The last year in the period of research, marks the highest scores among all recorded data of all accounts. The whole year provided an overall amount of 1.134 tweets, a sum of 426.615 retweets and 215.449 favorite markings. Meanwhile, the development of the numbers continues the positive trend observed in the previous years. Although, the last quarter shows a drop, compared to Q3. Nevertheless, the overall trend is ascending and the numbers show a steady increase in every category.

Q1: In the first quarter 104 tweets can be found, which is an increase by almost 40% compared to the last quarter in 2013. During the quarter all of the tweets were retweeted 17.243 times (increase by more than 80%) and liked 11.323 times, which is almost two and a half times more than in Q4 2013.

Q2: With the amount of 248 relevant tweets the ascending trend is kept up. Correspondingly, the numbers of retweets (99.535, average of 401 retweets/tweet) and favor-
ites (60.715, average of 245 markings/tweet) increased. This average in favorite markings per tweet also is the highest throughout the whole research.

Q3: These three months, mark the quarter with the highest amount of absolute numbers in tweets (434) and total of likes (81.679). The amount of retweets also continues to increase up to 137.256, which has not reached the maximum yet.

Q4: In this quarter, the highest total of retweets (172.581) by 348 posts was recorded (-20%). This leads to an average of 496 retweets per tweet, which marks an all time high throughout every account during the research period. However, those tweets were favorited 61.732 times, which is a loss of almost one quarter compared to Q3.

@nytgraphics

Meanwhile, the specialized channel run by The New York Times graphics department has currently (3. April 2015) 66.942 followers and published 1.434 tweets on their account. They joined in November 2009 and tweeted the first time on 26th of November 2009. The specialists of The New York Times tweeted an overall of 391 relevant tweets in the research period. These tweets provide a total of 27.436 retweets and were marked favorite 12.252 times. The development from 2011 to 2014 shows a steady growth in all three main categories as shown in table 21. This trend is particularly impressive when confronting the amount of three tweets from 2011 with 315 tweets in 2014 or their retweets. In fact, the amounts of tweets have increased within three years by 100 times, while the retweets are more than 300 times higher and the favorites went up by 560 times from 2011 to 2014. This development implies that the interest in such posts has increased over the years and the interest of the users, especially of the @nytgraphics account is growing. This is also indicated by the positive development of the average retweets and favorites rate per tweet. In detail, the tweets are spread amongst the years as seen in the following:

<table>
<thead>
<tr>
<th>Year</th>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>3</td>
<td>82</td>
<td>27.33</td>
<td>21</td>
<td>7</td>
</tr>
<tr>
<td>2012</td>
<td>22</td>
<td>234</td>
<td>10.6</td>
<td>82</td>
<td>3.73</td>
</tr>
<tr>
<td>2013</td>
<td>51</td>
<td>750</td>
<td>14.7</td>
<td>389</td>
<td>7.6</td>
</tr>
<tr>
<td>2014</td>
<td>315</td>
<td>26.370</td>
<td>83.71</td>
<td>11.760</td>
<td>37.33</td>
</tr>
<tr>
<td>Total</td>
<td>391</td>
<td>27.436</td>
<td>12.252</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 21: New York Times Graphics - Overall
Although, this is the specialized account of The New York Times, the overall amount of relevant posts in 2011 only includes three tweets. These were retweeted 82 times and favorited 21. Two of them were recorded in the third quarter (35 retweets, 14 favorites) and one in the last quarter. The sum of retweets increased compared to the third quarter to 47 retweets. While the reposts went up, the average amount of favorite stayed the same with 7, which is also the overall amount in the last quarter. With only three tweets this year, a solid and reliable analysis is impossible to make, even though the amount of retweets is interesting to mention since it is higher compared to the other accounts.

### 2012

This year provides more relevant tweets (22) than 2011 that were retweeted 234 times, which adds up to an average of almost eleven retweets per tweet. Moreover, all tweets were marked as favorite 82 times. The development of the amount of relevant tweets from the beginning towards the end of the year is a very positive one and also the 234 retweets of all posts shows that the audience already had a high acceptance and affinity to this kind of journalism at an early stage. Furthermore it is important to mention that several tweets with a data journalistic background and data visualization were tweeted but not recorded. The reason for that is that they contained the logo of The New York Times instead the image of data visualizations. The mentioned 22 relevant tweets are shared amongst the quarters like this:

**Q1**: The overall amount of tweets stayed unchanged from the last quarter of 2011 to this quarter. Again, only one relevant tweet was posted, which was retweeted 44 times and liked 18 times overall.

**Q2**: In this quarter, no tweet with relevant content was posted and therefore no data was fetched.

<table>
<thead>
<tr>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Q2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Q3</td>
<td>2</td>
<td>35</td>
<td>17,5</td>
<td>14</td>
</tr>
<tr>
<td>Q4</td>
<td>1</td>
<td>47</td>
<td>47</td>
<td>7</td>
</tr>
<tr>
<td><strong>2011</strong></td>
<td><strong>3</strong></td>
<td><strong>82</strong></td>
<td><strong>27,33</strong></td>
<td><strong>21</strong></td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>1</td>
<td>44</td>
<td>44</td>
<td>18</td>
</tr>
<tr>
<td>Q2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Q3</td>
<td>2</td>
<td>7</td>
<td>3,5</td>
<td>4</td>
</tr>
<tr>
<td>Q4</td>
<td>19</td>
<td>183</td>
<td>9,63</td>
<td>60</td>
</tr>
<tr>
<td><strong>2012</strong></td>
<td><strong>22</strong></td>
<td><strong>234</strong></td>
<td><strong>10,64</strong></td>
<td><strong>82</strong></td>
</tr>
</tbody>
</table>

Q3: This looks different in Q3; the quarter provides an amount of two relevant tweets that were retweeted seven times and favorited four times. Once again no real development can be observed and as the amount of tweets is very low.

Q4: A new picture is drawn during this years fourth quarter, in which 19 tweets were posted that are relevant for this case study. Also the amount of retweets (183) and favorites (60) experiences a massive boost.

2013

After the weak last years, 2013 provides a good amount of relevant tweets with an overall of 51, which means it has more than doubled from last year to this year. Also the sum of retweets (750) and favorites (389) show a drastic increase. As already stated in Q2, this year marks the beginning of a positive trend towards the use of visual products such as data visualization within a tweet to attract the audience and gain more attention. The increase of attention by the readers indicates the growth in numbers of retweets and favorites. Overall the year leaves a positive impression, in particular when looking at the strong numbers in Q4. This positive trend and impression is supported by the relevant data published in 2014, because of the higher numbers this year gives the first real opportunity to look at the development amongst the different quarters:

Q1: While the last quarter (Q4 2012) rolled out a number of 19 tweets the first quarter of 2013 cannot compete with this amount and only provided one relevant tweet. This one tweet was retweeted 18 times and was liked nine times, which is compared to the last quarter a massive loss in numbers.

Q2: Nevertheless, with twelve relevant tweets and a sum of 218 retweets and 55 favorite clicks, it marks the beginning of an ascending trend of posts with a visual attraction of a data journalistic product.

Q3: The amount tweets in this quarter stay the same as in the last quarter showing twelve relevant posts. The difference is the amount of retweets, which decreased by over 60% down to 74. On the other hand, there is a gain in favorites by around 13% up to 62 star markings.

<table>
<thead>
<tr>
<th>Relevant Tweets</th>
<th>Sum Retweets</th>
<th>Average Retweet</th>
<th>Sum Favorite</th>
<th>Average Favorite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>1</td>
<td>18</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td>Q2</td>
<td>12</td>
<td>218</td>
<td>18,17</td>
<td>55</td>
</tr>
<tr>
<td>Q3</td>
<td>12</td>
<td>74</td>
<td>6,17</td>
<td>62</td>
</tr>
<tr>
<td>Q4</td>
<td>26</td>
<td>440</td>
<td>16,92</td>
<td>263</td>
</tr>
<tr>
<td>2013</td>
<td>51</td>
<td>750</td>
<td>14,7</td>
<td>389</td>
</tr>
</tbody>
</table>

Q4: 26 tweets mark the highest amount of tweets until here and the posts have been retweeted 440 times, while they were liked 263 times. As a result, Q4 can be called a record quarter up until this point.

2014

In the last year of the period of research, 315 relevant tweets in the four quarters were recorded. These tweets were retweeted 26,370 times and liked 11,760 times, which is a strong increase in numbers and impresses with an amount of quarterly retweets and favorites always above 1,500. With the numbers of Q3 the two categories (retweets and favorite) mark the highest results throughout all the years that were taken into consideration and show a very positive development in the acceptance by the audience. The importance and attraction for the users has also been recognized by the responsible people of @nytgraphics, which can be seen by the increase in tweets and high numbers in Q4. The development from 2013 to 2014 is huge and the shares amongst the quarters can be seen here:

Q1: In relation to the last quarter the increase in tweets (32) is small 23% compared to the upcoming quarters, but the sum of retweets (2,769) and also likes (1,538) shows a big increase that continues over the next quarter.

Q2: The sum of all relevant tweets (86) is almost three times higher than in Q1. Also the amount of retweets went up to 5,460, which means it almost doubled from Q1 to Q2 this year. Similar to this development is the amount of stars that were given to the posts that show an increase from the last quarter to this one by almost 70%, which means in numbers 2,596 likes.

Q3: The positive trend that was drawn throughout the last quarters continues in the third quarter of 2014. Although, only an overall of 74 relevant tweets was provided which is a drop of roughly 14%, the sum of retweets (11,394) and favorites (4,276) show a considerable increase once again.

Q4: In the last quarter that was examined, the amount of tweets rises on an all time high of 123 posts. However, the amount of retweets (6,747) and likes (3,350) decline in
comparison to the strong last quarter. In comparison to the other quarters, these numbers still mark the second highest values after Q3.

2.6.3. Summary

After looking at the accounts and the recorded data in detail, the overall development amongst the five different accounts all show a growth in all the categories from mid 2011 until the end of 2014. Overall, the accounts provided 2,963 relevant tweets, of which 45% were posted by @nytimes (New York Times) and 15% by their specialist (@nytgraphics), which leads to 60% (total of 1,710 tweets) of all relevant posts. Second most tweets (20%) were posted by The Guardian’s specialized account (@GuardianData), while The Guardian provided 15% of the relevant tweets. The total of both accounts is 1,023 tweets and are more than one-third of all relevant tweets. The least amount of tweets (230 tweets, 8%) provided the German representative Die Zeit.

However, along with the amount of tweeted posts the audience’s reaction, in form of favorites and retweets was recorded and analyzed. As well as in the case of tweets, the data shows a clear ascending trend in the acceptance, as favorites increased by more than 400 times and retweets by almost 300 times from 2011 to 2014. Once again, the share of retweets amongst the five accounts is dominated by The New York Times as the @nytimes account, comprises 85% of all retweets and the specialized channel provides 5% of the retweets, which results in 90% of all retweets. Meanwhile, the share of the reposts of the relevant tweets by The Guardian is 7% and in combination with its specialized account 9% (2% by @GuardianData). The lowest amount of retweets with only 1% is again provided by the account of Die Zeit. A similar picture is drawn when looking at the shares of the favorites of the relevant posts. With altogether 92% of all favorite markings The New York Times overshadows the others (87 by @nytimes and 5% by @nytgraphics). The Guardian follows up with an overall share of 8% (6% by @guardian and 2% by @GuardianData), whilst Die Zeit has a 1% share of all star-markings. Due to this development, it can be said that the news industry and in particular the pioneers have realized which potential data journalism and its visual products have when sharing it on social networks such as Twitter. Furthermore, this action is rewarded by the audience that shows an increasing interest in these products and form of journalism by liking (favorite) them and further sharing (retweet) them amongst the
social groups and community. By that others who do not follow one of the investigated accounts get this data and information as well. The perspectives that open up due to this participation are further described in the conclusion. Additionally, the role that Millennials play and the reasons they might become an important component of data journalism is pointed out.

3. Conclusion

“Journalists can be the bridge between the providers of data and the consumers - testing, checking and interpreting the data, but also bringing it alive.” (Rogers, 2013, p.308)

3.1. Conclusion

Since Meyer’s pioneering suggestions much has changed in (data) journalism and new components emerged. As described in the introduction, the amount of data exploded and is continuously growing. News media is in a process of transition with new media systems are emerging and the passive consumers become a participatory audience and citizens are able to influence the media, by using technologies to tell their stories in an innovative way. That also affects news media and tighter budgets force newsrooms to restructure in order to (re)act and adapt to the new cultural situation and the fact that the public trust has been lowered over the past years. The upside of these changes and developments are the new tools that are provided and the way digital media offers to create and reach a bigger audience, as more and more people go online and the global network enhances.

Data journalism is currently an interesting field, since it is relatively new and changes constantly due to the emerging possibilities in the technology sector. This chapter summarizes the findings of the thesis and comes to a conclusion what data journalism means for journalists, why it matters and which role Millennials play in connection to data journalism. In order to do that, the research about the characteristics of data journalism in connection to the project (Dark Horse Vietnam), the case study and different sources were considered and taken into account. Finally a personal outlook on the development of data journalism in the future is given.
3.1.1. **What data journalism means for journalists**

The reason why and how data journalism matters can be looked at from two perspectives. One perspective shows the advantages as a result of the researched characteristics of data journalism, while the other point is more specific and focuses on the role that Millennials and social networks play in connection to data journalism.

3.1.1.1. **Part 1**

One positive aspect of data and data journalism addresses the credibility loss, which journalism has been facing over the past years and was already described in the introduction. Due to this development, journalism needs to find a way to tackle this problem and regain credibility and authenticity, to stay competitive, pull readers and win them over as customers. This could be done by engaging more in data, making use of data journalistic stories and picking up the objectives and ideas of Meyer for precision journalism to work journalistically and scientifically with data. Correspondingly to that the journalist publishes sources, such as datasets and background information of the story, the process and the final product. Accordingly, this procedure opens up a spectrum of advantages, but most importantly, through this new transparency, journalism can be considered more trustworthy and credible than the current state of journalism. Furthermore, this change towards scientific or precision journalism offers a way to deal with complex information and find a way to “(...) communicate essential truth” (Meyer, 2001, p.4) and stay accountable. So, by passing on information and sources to the audience, data journalism involves and engages the private citizen who is referring to Lippmann (1993, p.3) a “(...) deaf spectator in the back row (…)”. Moreover, he mentions that the audience or private citizens are aware that they are affected by the rules and regulations, but the public affairs are invisible to them. Additionally, the audience needs to have the ability to understand what is happening directly and grasp the provided information, which Lippmann (1993, p.4) criticizes when pointing out that “He [private citizen] lives in a world which he cannot see, does not understand and is unable to direct”. Because of that, it needs journalism of high quality to increase the citizen’s participation in societies and political democratic life (Lippmann, 1965, p.30) and makes them an attentive, active consumer in the first row. This high quality journalism can be provided when fulfilling specific tasks (Kovach & Rosenstiel, 2001, pp.12-13):
1. *Journalism’s first obligation is to the truth.*
2. *Its first loyalty is to citizens*
3. *Its essence is a discipline of verification.*
4. *Its practitioners must maintain an independence from those they cover*
5. *It must serve as an independent monitor of power.*
6. *It must provide a forum for public criticism and compromise*
7. *It must strive to make the significant interesting and relevant.*
8. *It must keep the news comprehensive and proportional*
9. *Its practitioners must be allowed to exercise their personal conscience.*

These tasks and requirements are met, when using stories based on data and presenting the findings in a visual appealing and proportional way by for example interactive visualizations. As a matter of fact, data journalism also strengthens the position of the journalist by referring to reliable numbers or as Mirko Lorenz (Gray, 2012, p.4) stated: “Less guessing, less looking for quotes; instead, a journalist can build a strong position supported by data, and this can affect the role of journalism greatly.”

Consequently, a more scientific style of reporting could benefit the audience to understand and follow the journalist’s way to his or her conclusion. Because, data journalism can attract readers that also want to go beyond the data and analysis and further want to reproduce the conclusions. By investigating and providing background information news media serves and improves its democratic function, which is considering Schudson (1995) a vital function of the news because it is the channel through and with which people think. Moreover, he points out the importance of reporting by the news media in connection to a democratic society in his paper *News, and Democratic Society: Past, Present, and Future* (Schudson, 2008). He made clear that the functions of news are to inform, investigate, analyze, personalize, communicate and mobilize the people, which can be achieved through data journalism and its principles. Moreover, the data journalistic tools empower and support the investigative approach of *watchdog journalism* and help the news media to stay the fourth estate, which plays an essential role in the global democracies, because it documents, exposes and holds people, institutions and governments accountable for failures (Kaplan, 2013) and fulfills the duties of the news media as the fourth estate. A reason Alejandro (2010, p.43) added is:

“*Journalism has always been about being the vanguards of the community, listening to people, researching facts, giving venue to a road range voices and representing public interest (...).”*
Furthermore, the audience can help to document and communicate the deficiencies through social networks by providing information and data. Butch Ward (2014) emphasizes this movement and stated: "(...) We need to invite the community - through the Internet, through partnerships with broadcasting, through forums, to help us with this [to find solutions not just problems]". This development improves and progresses digital democracy to create a well-informed, mature and responsible citizen. However, the process to investigate and getting information about backgrounds is benefitting the extension of the open data phenomena and connected to this phenomenon Priya Kumar (2015) gave another raison d’être for data journalism by saying: “People don’t collect data to create charts or graphics; they collect data to answer a question or learn something”. Therefore, the progression of data journalism is related to the concept of free and open data since it also provides clean datasets that can be explored by the audience. Moreover, the free access and transparency of available data is an important part of open government (von Lucke, 2010, p.15).

Still, open data is not enough (Kaplan, 2013) and investigative journalism will remain essential as biased numbers and fake rather than real records will be used and published by the public organs, as they will learn to cover actions from open data. Ben Goldacre (2008) addressed this issue and gives several scientific examples and the ways to make results of trials look positive. As a matter of fact “faking” results and “publication bias” (Goldacre, 2008, p.214) is already practiced in the science society. Due to that, the journalists need to be able to understand data and turn it into a story that serves the public interest without affecting and harming the individual. This thin line became apparent during the revelations of Wikileaks. As mentioned before, data such as cables or logs from the Pentagon and U.S. Department of Defense were given to different news organizations, which had to decide what and to what extend they publish the data. In particular, the protection of individual people by keeping their names secret were key elements. These examples also raise the attention of ethics in this field that will not be further discussed but needs to be mentioned, as it will gain importance on a global level because journalists have to weigh up when they access or scrape data. Also the issue of privacy and security will arise in association with the storage of sensitive data and confidential sources. These two topics will affect the journalist’s work and play a major role in the near future. Especially security needs to improve in order to protect the data and enhance and extend open data and open government.
Consequently, transparency and accuracy should not only apply to governments and public institutions. Moreover, it should be applied to and validated for journalism as well. The reason as Prof. Dr. Klaus Meier stated (2008), is the relationship between journalists and the audience would be increased and become better through transparency, which provides more authenticity and accountability. In the end transparency might be the new objectivity and needs to be pushed forward but the critical thinking will remain essential. Also the accuracy in working with data is significant, because making a mistake during processing data or misinterpreting it, can degrade the premise of precision and data journalism.

Resulting from this transparent work, the journalistic accountability can be restored and the presented characteristics of data journalism benefits, improves and extends the development of citizen journalism but it also benefit data journalism. Moreover, data journalism offers a more reliable way to work transparently and provide a comprehensible and accountable journalism. In particular, as in recent past biased articles and reports were and still are published due to churnalism under the cover of journalistic objectivity.

**Data project**

During the realization process of *Dark Horse Vietnam* different lessons were learned and findings were made. Overall it can be said that with a good story, the appropriate skills and a good team, data journalism is not very different to traditional journalism. It represents the practical evidence of data journalism bringing sense into data and transforming it into a physical product, which can be experienced and helps the citizen to understand abstract incidents such as trade flows. It also pointed out another advantage for journalists to apply data because it assists to discover trends and explore hypotheses. Moreover it helps to move away from a journalism that relies on quotes and leaves the audience unknowing where the truth lies and provides explained data and information, so the reader can explore the truth themselves.

The topic is chosen in comparison to other data stories out there and very basic and simple example. Nevertheless, it particularly provided a chance to test the models of Paul Bradshaw. In conclusion of the use of his model of the *inverted pyramid*, it can be said that it provides a very good guideline and approach to create a data story. In particular one point that needs to be stressed: *context*. It describes the importance to understand the way the mined data was generated, to avoid making use of data resulting “bad sci-
ence” (Goldacre, 2008). In the future, this step will become crucial and the skills concerning the scientific gathering of data and the knowledge of statistics are essential to understand the background of the data. The background of this data should also be communicated and described to the audience to keep the journalistic results and conclusion accountable and transparent.

However, one issue during the realization of the article was to communicate the story in the right tone and language. After looking at different examples of data stories on different platforms such as The Guardian Datablog or The Upshot, the language varies from an informal to a classic journalistic form. In the case of the project Dark Horse Vietnam a more informal language was chosen that supports the graphics and helps to understand them and also addresses a younger target group. The idea to use less text was, to let the reader explore the visual products themself and point out only specific data.

Another challenge represented the idea to realize a project based on open data. This type of data made the research easier, but it also became apparent that the sources are still lacking accessible data. Besides the accessibility of the file formats, the definition of the data, which was used by the sources, differed and used different types of quantities and scales or sources of numbers. Nevertheless, after understanding how the data was gathered by the sources, the provided data and definitions can be considered reliable and facilitated the realization of the project.

These findings emphasize once more that open data needs more attention and certain standards have to be set and/ or clear definitions should be provided with the dataset. To give an example, the definition of the terms “unemployed” or “casualty” is unclear, misunderstood and interpreted in the society. In other words and to bring it to a point, there is a lot of data out there but unfortunately also a lot of junk. Therefore, the data needs to be treated with journalistic rigor.

During the realization of the project it could also be recognized that the tools a journalist needs to put data journalism into practice are mostly open-source software (OSS), which makes the communication amongst teams easier and more intuitive. Henceforth, the access to this field is open to anyone and the required skills can be learned through online tutorials or massive open online courses (MOOC).

An element that adds value and improves the personalization of a topic is interactivity. It supports the journalists to tell cohesive and complex stories and engage and lead the
audience, which is an important component because as Lippmann stated it needs “(...) a personal identification with the stories he [the reader] is reading” (Lippmann, 1965, p.328). As a result he notes that news, which do not make use of this opportunity, will struggle to attract and appeal a wide audience. Through an interactive narrative, the audience can be engaged through its distinctiveness, liveliness, modernity and resulting understanding (Miller & Raisma, 2015). More specifically, interactive applications, utilities and data visualizations help to move beyond static graphics and provide the possibility for the audience to dig deeper into data and spreadsheets by using computers and/or mobile. Additionally, by letting the user interact with charts or visualization, immediate changes in data and processes can be seen, which leads to a better understanding, personalization and gaining more details. Colin Ware (2004, p.2) called interactive visualizations “(...) the interface between the two sides”, meaning the visual result of adaptive decision-making and computational power with its massive information resources. Particularly, in connection to the increase in mobile usage, interactive tools represent a supportive and helpful element.

However, in the end it is not about the tool itself but in how far it effectively supports and helps to tell a story. Moreover, the work with data, understanding, scraping and processing needs to be taught to journalists because it needs a lot of care and attention in order to tell the story the right way. As the project shows, data projects can be created quickly over weeks or as more complex news applications prove, it can also take months or even years. Nevertheless, journalists will always have to check the facts and sources because the use of data will not eliminate this task. In fact, the opposite is true because critical thinking, understanding of statistics and data processing is increasingly necessary.

*Future skills*

During the realization process of the project *Dark Horse Vietnam*, the required skills and also the tools that were used, were rather simple and can be handled by one person. Altogether, the project required basic data-science and visualization skills, which should be the fundamental skills of a data journalist to be able to work as investigative journalist. This includes the construction of databases and leads up to creating the visual and/or interactive data journalistic products. Moreover, a general understanding of scientific methodologies and statistics should be supplied.
Also *The Poynter Institute of Media Studies* dealt with this subject of the required skillset of future journalists. The survey was made amongst, professionals, educators, students and independent participants and brought up a list of 37 core skills, which modern journalists need and should be taught, in order to keep up with the change in media and journalism. The report (Finberg & Klinger, 2014) concluded, that multimedia and digital skills, which means the production of graphics, photos and videos as well as the editing of the footage are new essential skills. This also includes basic programming, in order to create small tools or webpages. Another important skill is the need of journalists to understand and have knowledge of the media landscape and business, including marketing aspects such as managing communities, crowdsourcing information and interaction with the audience. Furthermore to the skills, the report points out the significance of specific skills for the news gathering process. Especially, the ability to collect, analyze and synthesize large amounts of data to create compelling stories and graphics that will gain importance for the future (data) journalist.

Along with the investigated skills by Finberg and Klinger (2014), the journalists need to think critical and question facts, numbers and show how the conclusion was reached. In particular, data analysis is prone to bias (Schrager, 2014) and could draw a wrong conclusion if done wrong. Conclusively, the report shows that educators and universities already realized the urge to teach these skills to future journalists and already introduced data journalism courses, which put its emphasis on the mentioned skillset.

3.1.1.2. Part 2

After putting a focus on journalists, the following is concluding why data journalism matters to the audience and how they and the journalists can benefit from data journalism. The participatory culture becomes even more apparent when thinking of today’s life and how it circles more and more around mobile applications, since almost everybody can record videos, take photos and share them with the whole world on social networks. Due to that, the production but also consumption of stories has changed and stories are consumed third, fourth or fifth hand (Alejandro, 2010, p.9). Accordingly, the second part focuses on Twitter as a representative of a social network and the Millennials as heavy user of them (Duggan et al., 2015).
The role of the Millennials

The Millennials represents the generation that soon will take over key positions in economy, politics and media. Due to that they are the point of interest and part of many studies. However, there are several reasons why they will play an important role in data journalism. As the described characteristics of the Generation Y show, they question and scrutinize everything around them and do this primarily online. This information and answer gap of the Millennials can be filled with data journalism that provides stories and sources to educate and pass on news and knowledge. Moreover, everybody can interact with the journalist, can research the data themselves and recreate the data. These mechanisms within media presentation are in favor of the Millennials, because they are considered adventurers and want to explore, know more about backgrounds, which can be achieved by providing and presenting appealing, trustworthy information or data. Additionally, they have questions that might not be completely answered by the data story and by giving them access to the sources; they can explore the world beyond the story and even find a new story in the data. Due to that benefit could be that a data story is more appealing to the young audience because it does not tell them how and what they should think by writing biased stories, churnalism that is based on press releases of companies or political parties.

Overall, the connectivity is another key element of the Millennials, which means they want to be connected to a story and perhaps the author, in order to ask questions or communicate their findings through the interactive surface of Twitter or other social media platforms and channels. This brings up the way Generation Y forms their opinion, because other than their precedent generations, they are influenced by different types of people and to a lesser extend on “experts” like financial advisors or doctors. Moreover, they rely on suggestions by friends and are connected to brands (Barton, Koslow & Beauchamp, 2014), which makes Twitter and other social networks fertile soil.

To conclude, the Generation Y will play an important role in the field of data journalism, motivated by their characteristics, knowledge and connectivity. By making use of these attributes, information and news are spread easier. Additionally, crowd sourcing social networks can provide data and information by mining them. The use of this swarm intelligence of the civil society could back up government data and misconduct can be uncovered. Furthermore, their knowledge of technology and enthusiasm to ex-
plore new fields can help to provide knowledge, information and sources by for example giving access to archives, which leads to an increase in citizen participation and enables citizen journalism. Due to the gaining participation of the user on social networks, the mentioned watchdog journalism can also be applied by giving feedback, commenting, providing ideas and data to find a new story and monitoring institutions through social media.

Nevertheless, the technological knowledge and appeal to technology does not apply to Generation Y journalists as a study by Daniel Hobbs (2008) showed. He points out that Millennial journalists still rely on traditional news skills, which emphasizes once again the urge to teach skills related to new media and adapt to this “new” form of journalism. Although, Hobbs drew this picture I am optimistic that the change is already happening and journalists from this cohort know and are keen to work with the new tools and push data journalism forward.

As mentioned before, news media has already realized the attractiveness of data journalism, which was also described by Simon Rogers (Gray, 2012, p.139). Still, news media needs to make more use of visuals in connection to data journalism on Twitter to capture the interest of the “non-data-nerds” who can also give input or even produce a story and take their part in the democratization process. So, it is important to learn how to deal with the Generation Y but it is even more important to keep the upcoming Generation Z in mind because they use and cross-over different social networks, like Snapchat, Facebook and Twitter (Lenhart, 2015). In addition, the so-called “iGeneration” (Bulik, 2011) has an even higher affinity to technology than the Millennials. Furthermore, the trend of relying less on traditional news is going to continue (Pew Research Center, 2015) and the new possibilities provided by the Internet and its tools need to be used to reach the Millennials and the following generation. Correspondingly, there is an urge for news media to collaborate with Millennials in order to lay and consolodate the foundations by developing data journalism further and attract the Millennials now and the arising iGeneration in the near future.

Case Study

Referring to John Snow (Alejandro, 2010, p.33) Twitter is an impacting contribution to journalism and the promotion of the content. Interactivity, Twitter and social media in general, offer a democratization of what news media does and the audience wants to know and further good journalism has always been about networking where journalists
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have to listen, research and converse (Beckett, 2008, p.46). Therefore, social networks are a suitable platform for journalists to use, because the audience is personalized, fragmented and diversified and can be used as a platform to inform but also to gather information.

The case study is by no means perfect since the focus was only put on three different, pioneering news media companies. Nevertheless, it served its purpose as an attempt to get an impression of the development of the use of data visualizations on Twitter among news media and the acceptance of visual data journalistic products by the audience. Furthermore, since Millennials are heavy users of this platform it also enables to link it to this group of current and future interest (Mitchell & Guskin, 2013). Before, getting into detail about this cohort, the focus is put on the producers, the three observed news companies.

The general outcome of the case study is that Twitter represents a suitable platform for data journalism. Although, it competes with platforms such as Instagram, Snapchat and Facebook, which are more popular amongst Millennials (Richter, 2014) and have bigger user groups, Twitter’s immediacy, conciseness and way to consume news are its advantage. It can be said that data visualizations have the ability to create more appealing and interesting stories, which are more attractive to the consumer and might lead to an increase of reader because of the fact that some people react more to a visual story than a written one. Overall, the ascending numbers in related tweets throughout the accounts and over the years, show a rising interest and awareness level among the news industry to adapt data journalism and publish data visualizations. This growth cannot be seen to the same extend on every account. Especially, the German Die Zeit provided lower numbers than the other two “main” accounts of The New York Times and The Guardian. One of the reasons is the fact that the German tweets only reach a limited group of users and another one is the amount of active Twitter users in Germany, which is very low compared to its population and other countries (Statista, 2015). The low amount of relevant tweets further implies that the German representative seems to have a lack in resources to work in this field and/ or is not putting so much emphasis on working with Twitter. This assumption is also supported by the number of all of the posted tweets of @zeitonline. Nevertheless, the reasons and assumptions are all hypothetical and with certainty it can only be said that Die Zeit should start to engage more in social networks and explore the field of data journalism, make more use of the new tools and options to
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appeal the audience and transfer knowledge and information.

When looking at the four Anglophone accounts the increase in tweets over the years is huge. The New York Times and The Guardian, both realized which potential and importance data journalism and its visual products have. Due to that, they founded specialized platforms (The Upshot and Datablog) and offered their specialists a Twitter channel with growing success. Both parties know how to promote their data stories and are omnipresent on social networks and accepted by the audience. In particular the numbers of The New York Times let assume that they have the capacity to deal with the new form of journalism and push it further forward by experimenting and trying new ideas. Other than The New York Times, is The Guardian because they work with fewer resources but still tweeted far more relevant posts than Die Zeit and also run a specialized website and account. However, also The Guardian with Simon Rogers is able to tackle and support the development of data journalism. The two different capabilities are picked up in the Advice and support the mentioned assumptions.

After pointing out that news media has a certain interest to work with data journalism and publish the visual data products on Twitter, the focus is now put on the feedback of the audience.

As well as the development of the tweets, the feedback developed positive and the numbers of favorites and retweets are rising over time, which implies a growing acceptance and interest by the users in visual results of data stories. Even though one reason for this ascend is very likely the increase in Twitter users since 2011 (Statista, 2015), which is three times more in 2014 (Q4) than in the third quarter of 2011. Nevertheless, the smallest growth of favorites and retweets, which was provided by @GuardianData, in the same period of time shows 12,5 times more favorites and over 22 times more retweets. So, the increase in interest is not only caused by the growth of Twitter users and also caught the interest of “old” Twitter users.

As a result of the collected data and trends, it can be concluded that the audience of Twitter are attracted by data visualizations and think the information is worth to share in the twittersphere. Due to this interest, Twitter provides a good platform to experiment with data journalism and corporate with the user, which can also enable and support the development of citizen journalism. Especially, Millennials empower citizen journalism by participating and engaging with news media through different platforms. As seen, the participation and feedback of the audience was a part of the case study, by recording
favorites and retweets to show the interaction between the audience and the news media. Coupled with this interaction and dispersion of knowledge and information is the term citizen journalism. The term goes beyond sharing articles and Jay Rosen, Professor of Journalism at NYU stated that citizen journalism applies, “[w]hen the people formerly known as the audience employ the press tools they have in their possession to inform one another” (Rosen, 2008). Later, the author Daniel Bennett adjusted this definition by emphasizing the publication and adding “many” and pointing out the importance of a “newsworthy event” with this result: “When the people formerly known as the audience employ the press tools they have in their possession to inform many others of a newsworthy event, that’s citizen journalism” (Bennett, 2008).

To sum it up, citizen journalism involves news and commentary at a larger scale because the audience is making use of wikis, blogs or social networks as a tool to produce content. Subsequently, this can be used by the news media to contribute and work in “collaborative citizen journalism”. Nowadays, news institutions adapted to this new situation by merging and combining the print and online newsrooms and incorporate more citizen journalism or reader generated content. But not all citizen media is citizen journalism, especially when looking at the statistic (Smith & Wollan, 2011, pp.XI-XV), which shows the average content of tweets it can be said: Most is not!

So, it can be said that citizen journalism, as it is known today is a result of the democratization of media and the digital age. Moreover, “(...) every citizen is not just a potential source but also a potential reporter” (Auciello, 2013). This new form also brought up citizen media organizations like ProPublica that produces investigative journalism and makes: “Journalism in the Public Interest” (ProPublica, 2015). Together with the increased usage of social media and networks, this shift from the traditional media outlet towards people-driven news is supported. Moreover, it gives the citizens tools of judgement and a possibility to engage and affect public life, because as Stephen Jay Gould stated: “When people learn no tools of judgement and merely follow their hopes, the seeds of political manipulation are sown” (Goldacre, 2008, p.253). However, since the audience decides which news they are attracted to and to what extend they want to engage, todays information are spread bottom-up instead of top-down, as in the past (Bruns, Highfield & Lind, 2012, p.26). Henceforth, another trend developed - networked journalism. It opens new sources by mining the public knowledge, sharing and connecting continuously as the journalist reports. By that, the role moved away from
being a gatekeeper to becoming a connector (Beckett, 2008, p.56). Regardless, both
groups serve the same core practice, they are gate watching (Bruns, 2005), which means
they monitor newsworthy organizations, gather and compile data and information, pro-
cess and publish them so news stories and comments can be produced that rely on these

As technological innovations rapidly emerge and happen, the news industry needs to
keep up with them. In the beginning they might disrupt the news process but will
change the news industry and bring up hybrid forms of journalism such as data journal-
ism. In the end, it is about the presentation of news, which needs to appeal to the audi-
ence. This can be achieved by combining the principles of data journalism and the tools
of visual and computational journalism. The presentation is an essential aspect in order
to reach the Generation Y and interact with them, as the news media has to compete
with platforms such as BuzzFeed. When implementing data journalism in newsrooms
successfully, news companies are able to brand their media company and connect to the
audience in a unique way, which creates an exclusive way to give and get data, informa-
tion and knowledge. Nonetheless, up until now data journalism has not reached its
full potential, but examples like the Datablog show that there is a niche in journalism,
which is accepted and appreciated by the audience. As a result, the field of data journal-
ism is going to influence the journalists and newsrooms.

3.2. Advice

After showing the advantages in connection to recent developments and what the
journalists need to adapt to, this part takes a practical viewpoint. In the following, ways
and approaches to implement data journalism in the newsrooms are presented and ex-
plained. The reason is that newsrooms need to adjust and to tackle the changes in media
and practice data journalism.

3.2.1. Integration Newsroom

Newsrooms need to include data journalists in their newsrooms or make use of external
data journalists in the near future to stay competitive and innovative. In order to achieve
that, they need to be transformed into collaborative newsrooms, which collects, analy-
sis, shares and uses data to create stories and insights (Zanchelli & Crucianelli, 2012). That means the newsroom needs to become a multimedia newsroom, which includes the different elements that it takes to create a successful data journalism task force. These teams should be supported or consist of Millennials because they can add value by addressing new topics and bring in a diversity of “technological” skills (The Guardian, 2014). Michael Zanchelli with Sandra Crucianelli (2012) of the Knight International Journalism Fellowship dealt with the idea of a suitable newsroom and pointed out four essential aspects that play a significant role to successfully integrate data journalism in newsrooms.

1. **Proximity to news desk**
   This gives the data journalism team critical access to editors and reporters for feedback on data projects. Furthermore, collaboration between the data team and news desk can be generated and improved.

2. **Motivate reporter and developer to create data stories**
   Due to different specializations both need to cooperate to bring up story ideas because they are likely to find unique and significant angles for the data story.

3. **Recruit people who bridge the skills gap**
   People with skills in journalism, data mining or coding are valuable assets to the team because they provide new possibilities and approaches.

4. **Produce stories that engage the audience**
   Data stories about topics that affect the lives of the consumer create impact and web traffic, which emphasizes the need to work with data journalism teams.

Meanwhile, the size of the teams and their location differs as Zanchelli shows in his article as well as summarized in fig. 20.

As mentioned before the capacities and resources of two of the relevant news media organizations for the case study, *The Guardian* and *The New York Times* differ and so they also have different approaches to tackle data stories. Even though, journalists are accompanied by specialists, the journalist still needs a general understanding of the research methodology, if they want to succeed in data journalism. Certainly, the two examples given above are big newsrooms, which are also pioneering in the field of data journalism.
However, also small newsrooms can make use of data journalism. They will not be able to provide data stories on a high frequency, like the two newsrooms mentioned above because the teams would be smaller and the data-collection process is time-consuming and difficult. As a result of working in smaller teams, the group needs to take on multiple roles within the process, which results in slower processing of the data story. Due to that, the team needs a different structure than the examples provided above. In fact, the journalist needs to be extremely selective and gather a large amount of data to select from, in order to put specific events in a short story (Meyer, 2002, p.4).

Nevertheless, a smaller team is able to produce data stories as well, when recruiting the right people that provide and combine the skills mentioned. Also the gadgets are already available on the Internet, which provides powerful tools to scrape, process and visualize data. As a result, even smaller newsrooms with limited resources can tackle the challenge data journalism.

**Computational Journalism**

A helpful tool for small newsrooms or local news media is computational journalism because it can increase the capacity of newsrooms by automating tasks. This form of journalism is tightly connected to data journalism and it provides research possibilities and the ability to automated, machine written articles. This was the case in March 2014, when the “Quakebot” generated the first news report (BBC News, 2014) for the Los Angeles Times. Later that year, at the Computation + Journalism Symposium the paper Journalist versus news consumer: The perceived credibility of machine written news (Krahmer & Van der Kaa, 2014) was presented. The paper deals with the perception of robot-generated news and shows that there are no differences in perception regarding credibility and readability of robot-written news articles. Hence, automated news about
for example earthquakes, traffic, sports or police blotters can be used in local newspapers to pull readers to their sites with a minimum effort of programming the algorithm.

Additionally, computational journalism provides a wide range of possibilities to do data research. Newsbots could be generated as an alert system for beat reporters, as the concept of “RumorLens: A System for Analyzing the Impact of Rumors and Corrections in Social Media” (Resnick et al., 2014) shows. RumorLens is a tool that was made to help journalists to identify new rumors on Twitter. There are many more ways to implement computational journalism to support and make the work of a data journalist easier, like applications that help visualize the results of data stories such as Many Eyes.

Moreover, news applications that will provide a journalistic service, so people can make better-informed decisions will gain importance in the newsrooms. These applications represent a new and important form of storytelling or narrative, which is accessible across all devices and operating systems. The term refers to interactive features accessible through online applications. Accordingly, this feature offers a suitable way to deliver bigger data stories and information to mobile devices.

In summary, journalism has to adapt to computation due to the quantitative turn society is taking and data journalism is a beginning of this “(...) hybridization of journalism and the computing and data sciences” (Krisch, 2014). In the future, data journalism and computational journalism are very likely to merge because as data journalism is growing, the field of expertise of computational journalism is going to be adopted and transferred, to enlarge the computational work of data journalism.

### 3.2.2. Outlook and Perspectives

It is hard to say how journalism and especially data journalism will look in ten years or more but it can be speculated how it could develop in the near future. Some ideas and developments were already mentioned like the potential influence of computational journalism. However, the following is describing further ideas and perspectives based on the findings of this thesis.

Overall, data journalism will not be the messiah to save the journalistic world but it certainly will change it and bring new possibilities and tools to the journalists to make their job easier and less vulnerable by working transparent. Philip Meyer’s idea of precision journalism is based on social science as a tool for investigative reporting and in order to
do so, the journalists need to understand the methodology. The previously presented components and elements will help to improve data journalism and further to engage the audience in the future. Moreover, it is important to educate and make data more accessible and understandable to the mass (readers), especially in times where governments talk about data security and transparent citizens, so public is not frightened of the unknown and more aware and competent to judge and discuss such topics and its backgrounds. In particular, the open data movement needs to be pushed forward in the near future. In connection to that, publishers should digitize their archives (Ciobanu, 2015) to make historical data and footage available, in which new stories can be found in old data or can be connected to new stories and assist to put them into perspective. In association to the expansion of available open data, data journalism will gain more importance in the newsroom and will certainly become an important component because it currently is the most “objective” and factual resource that assists journalism to regain trust and credibility for the sector and media if done the right way. Therefore, the journalists need to and will adapt to this situation.

The main abilities always were writing, interviewing and checking facts their work and sources. By now, photography, videography and social media are already integrated in the toolkits of most journalists. Especially, as more people move online with mobile devices and the number tablets, smartphones and phablets is growing, these tools and particularly interactive news applications using multimedia will help to design and tell stories in a new way, by relating the narrative to the user. Also, as reporting needs to be faster, due to networks like Twitter the automated processes such as drone journalism or robot/ computational journalism will grow in use. For instance, less profitable beats such as traffic, could be covered by computers or drones that gather data and keep users informed almost in real-time.

Nevertheless, data journalism will also face rough times, created by bad data journalism, as more big data will be produced by various sources to discover and predict the future of almost every field (Lohr, 2015). In reference to the problems of data journalism, data can be erroneous or biased due to faulty, deficient experiments or the motivation of company to have a specific outcome of a study. In the following the bad data will be used without critical thinking and mislead and misinform the audience, because journalists do not apply their traditional skills and simply believe the numbers without questioning them. Of course, this can also happen with “good” data and critical thinking
if the journalists do not have the toolkit to deal with data analysis or data presentation. As a result, journalists will be trained in this field so they can enrich and support their stories with statistics, social science methods and data visualizations. Furthermore, modern media organizations could become institutions that provide credible and trustworthy data because “good” data will become an asset. Especially news agencies are in advantage since they already host and archived large amounts of data.

Of course, there are also critical opinions on data journalism. Some see it as a trend and hype such as David Leonhardt, managing editor at The New York Times, who described it as a “fashionable” phrase. He thinks data and statistics “(...) are both the most overrated and underrated kind of information” (Leonhardt, 2015). Additionally, he points out that in reality big data and its analysis can be wrong because statistics can be used to achieve a specific aim, but takes into account that “‘Statistics’ and ‘data’ are really just a plural form of ‘fact’” (Leonhardt, 2015) and seeks to be “fact journalism”. Leonhardt’s criticism correlates and takes up the problem of bad data and dealing correctly with data in general.

Considering this criticism and point of view, data journalism should not only rely on scientific methods and needs be complemented with traditional skills and wisdom journalism (Stephens, 2014) to create successful and compelling stories. The term wisdom journalism, describes a form of reporting that is “(...) exclusive, enterprising, investigative” (Stephens, 2014, p.XXVI), which further “(...) emphasizes informed, interpretive, explanatory, even opinionated takes on current events” (Ibid.). This wisdom can be gained by collaborating with academics and institutions such as libraries that provide knowledge, data and also the information of witnesses. Therefore, a combination of these characteristics with the tools and principles of data journalism could pair up and go beyond news, reporting what has happened and provide background data and facts in a certain quality, because this “quality journalism” provides the information that is needed in order to be an engaged citizen (Stephens, 2014, p.1).

3.2.3. Suggestions future research

The field of data journalism offers a wide range to do further research. In connection to this thesis it is interesting to look further at the change of the newsrooms but also the journalist and its skills. However, in my opinion the most appealing field and sugges-
tion for a future research is the cross-border-collaboration of journalists and data sources such as *WikiLeaks*. Due to that, one approach in the future is to research in a comprehensive crossover of political studies and journalism in order to find ways to simplify the communication regarding the exchange of data and information. I am particularly interested in the consequences of the democratization of data for governments and related civic journalism, the revival of the watchdog journalism and the media as the fourth estate within a country. Another research, which I want to emphasize, is related to the field of marketing and journalism. The goal in this case is to think of possible ways to finance and support data journalism, to keep up the information flow and pressure on public institutions to publish data and democratize the date.
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4.2. Appendixes

This part shows processes, images and information that were referred to in the text.

Appendix 1: Work process – Schedule

Work process

| February | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 |
|----------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| preparation |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| research |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| design |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| write |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| collect data |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| meeting |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| practical work |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| courses/tutorials |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
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| April | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 |
|-------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| preparation |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| research |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| design |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| write |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| collect data |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| meeting |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| practical work |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| courses/tutorials |   |   |   |   |   |   |   |   |   |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
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Office (Berlin)
Others (Berlin)
Library, etc.
Eindhoven/ Maastricht
Porto
Istanbul
Appendix 3: Nightingale – Diagram of the causes of mortality

Diagram of The Causes of Mortality

The Army of the blue; red, & black wedges are each measured from the centre as the common vertex.
The blue wedge measured from the centre of the circle represent areas for the deaths from Preventable or Mitigable Diseases; the red wedge measured from the centre the deaths from wounds; & the black wedge measured from the centre the deaths from all other causes.
The black line across the red triangle in Nov. 1854 marks the boundary of the deaths from all other cause during the month.
In October 1854 & April 1855 the black area commensurate with the red;
in January & February 1856 the blue commensurate with the black.
The entire areas may be compared by following the blue, the red & the black lines denoting them.

Appendix 4: Minard – French invasion of Russia

French Invasion of Russia

Carte figurative des pertes & mouvements des armées de l'Empire Français, depuis la campagne de 1812 jusqu'à la campagne de 1813.

Minard
Appendix 5: Practical example - Trifecta Check up

As mentioned when describing the Trifecta Checkup, Fung compiled a list of nine changes that were made, in order to make a publish-worthy chart for the New York Times. The image is presented in grayscales and can be found in original color on http://tinyurl.com/pntdw6h.

1. The data from 2000 was removed and only the 2004 data was relied on.
2. The amount of groups of senators was reduced from seven to five and Senator Lieberman was clearly separated to the two other parties.
3. The senators were re-ordered and classified into Democrats, Independent and Republicans.
4. Annotations that explain the groups of senators were added.
5. The scale labels on top of the of the chart were removed and only the bottom label was kept.
6. The “text area” was increased and takes now half of the chart.
7. White gridlines were added.
8. The background of the chart was colored and the cross marks were put in black. Additionally, yellow color was introduced which was originally also colored blue.
9. As a result, of the clear explanation in the created legend, the references to the national average were removed.

Fung sees several good features in the original chart that was left unmodified, such as the scale of 10% although the highest percentage is 6%. This gives the audience a better impression of the relation of the numbers and helps to judge them. Another helpful feature that was kept are the subdued horizontal gridlines, which help the reader to orient within the chart. Finally, retaining the title of the chart, to summarize the findings and the horizontal scale labels at a 5% interval supports the readability of the chart. Moreover, Fung sees in the points 2, 3 and 4 a definite improvement of the visualization. He also approves 1 (removal of 2000 data) since the data of both years is highly correlated and 5 (removal of top scale) because of the added gridlines in 7.

Debatable points from Fung’s point of view are the points 8 (use of different marks and background) and 9 (removal of the “73%” in the legend). He argues that by leaving out the national average of 73%, the audience might get confused and need to understand relative versus absolute values. As the most debatable point, he sees 6 (decrease of the chart itself) because the data-ink ratio has been massively reduced.

Appendix 6: Types of commonly used visualization

Bar charts
These are frequently used to compare a set of numeric values. To create a bar chart you need at lest two columns or rows containing data series and corresponding labels. It can be used for positive and negative values.

Line charts
Line graphs are useful for visualizing continuous change over time. Most often they are used for time-series data, with the time labels in the x-axis and the values in the y-axis. Line charts work well for changes over time spans such as months, quarters, or fiscal years. For example: the house price index.

Pie chart
Pie charts are useful when the aim is to show how the size of values within a series relates to the sum, i.e. with individual categories the total is made up of. For this type of chart data has to be arranged in one column or row. Values cannot be negative.
Scatter plot

Scatter plots let you show relationships between numeric values in several data series. They are often used comparing values such as scientific or statistical data. You can use it for example to compare pay versus performance.

Bubble chart

A bubble chart is a popular way to display a set of numeric values. They are useful if the difference between the data values graphed is very large. The area of the bubbles represents the value. Bubble charts can be represented in a scatter plot with the first two values representing the position of the bubbles on the x and y axes of the chart, and the third value representing the size of the bubble. However, bubble charts can also just show you one value, by means of the size of the bubble and the circles can be packed together tightly to save space.

Words cloud

Tools like “Many Eyes” and “Wordle” allow you to import text to reveal word frequencies to create a word cloud, also known as tag cloud, you need to import either one or two text files and the tool takes care of the rest. Tag clouds can be a fun way to look at text, but there can be problems such as meaningless words like “the” can be over-emphasized.
Appendix 7: Dark Horse Vietnam – Article

This attachment shows the printed version of the example of use. For a high-resolution version of the article, see:

https://drive.google.com/file/d/0B8jjkb5sAYYqSIBxOTNKa0lzc3M/view?usp=sharing


Appendix 8: Twitter Glossary

The glossary refers to the Help Center of the Twitter (Twitter Help Center, 2014) and explains all terms used in connection to the use of Twitter.

@: The @ sign is used to call out usernames in Tweets: "Hello @twitter!" People will use your @username to mention you in Tweets, send you a message or link to your profile.

@username: A username is how you're identified on Twitter, and is always preceded immediately by the @ symbol. For instance, Katy Perry is @katyperry.

Alerts: Twitter Alerts enable public safety agencies to inform people during emergencies by highlighting critical time-sensitive content with notifications and a unique look.

Bio: Your bio is a short (up to 160 characters) personal description that appears in your profile that serves to characterize your persona on Twitter.

Block: If you block a Twitter user, that account will be unable to follow you or add you to their Twitter lists, and you will not receive a notification if they mention you in a Tweet.

Bug: An internal error in our site code and functionality. We find and fix them all the time (nobody's perfect). If you see one, point it out to @Support by sending us a message.

Cashtag: A cashtag is a company ticker symbol preceded by the U.S. dollar sign, e.g. $TWTR. When you click on a cashtag, you'll see other Tweets mentioning that same ticker symbol.

Deactivation: If you deactivate your account, it goes into a queue for permanent deletion from Twitter in 30 days. You may reactivate your account within the 30 day grace period.

Direct Messages: Direct Messages are private messages sent from one Twitter user to another Twitter users. You can use Direct Messages for one-on-one private conversations, or between groups of users.

Discover: This feature surfaces personalized content tailored to your interests.

Favorite: Favoriting a Tweet indicates that you liked a specific Tweet. You can find all of your favorite Tweets by clicking on the favorites link on your profile page.

Follow: Subscribing to a Twitter account is called “following.” To start following, click the Follow button next to the user name or on their profile page to see their Tweets as soon as they post something new. Anyone on Twitter can follow or unfollow anyone else at any time, with the exception of blocked accounts. See "block."

A follow is the result of someone following your Twitter account. You can see how many follows (or followers) you have from your Twitter profile.

Follow button: Click the Follow button to follow (or unfollow) anyone on Twitter at any time. When you follow someone, you will see their Tweets in your Home stream.
**Follow count**: This count reflects how many people you follow and how many follow you; these numbers are found on your Twitter profile.

**Follower**: A follower is another Twitter user who has followed you to receive your Tweets in their Home stream.

**Geolocation, geotagging**: Adding a location to your tweet (a geolocation or geotag) tells those who see your Tweet where you were when you posted that Tweet.

**Hacking**: Gaining unauthorized access to an account via phishing, password guessing, or session stealing. Usually this is followed by unauthorized posts from the account. Hacked accounts are sometimes referred to as "compromised." Click here if you've been hacked. Read more about how to keep your account safe.

**Hashflag**: A hashflag is a specific series of letters immediately preceded by the # sign which generates an icon on Twitter such as a national flag or another small image.

**Hashtag, #**: A hashtag is any word or phrase immediately preceded by the # symbol. When you click on a hashtag, you'll see other Tweets containing the same keyword or topic.

**Header photo**: Your personal image that you upload, which appears at the top of your profile.

**Home**: Home is your real-time stream of Tweets from those you follow.

**Impersonation**: Online impersonation (pretending to be someone you're not) that is intended to deceive is prohibited under the Twitter Rules. Parody accounts are allowed. See "parody."

**List**: From your own account, you can create a group list of other Twitter users by topic or interest (e.g., a list of friends, coworkers, celebrities, athletes). Twitter lists also contain a timeline of Tweets from the specific users that were added to the list, offering you a way to follow individual accounts as a group on Twitter.

**Mention**: Mentioning other users in your Tweet by including the @ sign followed directly by their username is called a “mention.” Also refers to Tweets in which your @username was included.

**Notifications, notifications**: The Notifications timeline displays your interactions with other Twitter users, like mentions, favorites, Retweets and who has recently followed you. If you request it, we send notifications to you via SMS or through the Twitter for iPhone or Twitter for Android apps.

**Parody**: You can create parody accounts on Twitter to spoof or make fun of something in jest, as well as commentary and fan accounts. These accounts must disclose that they are parody, fan or commentary accounts in order to comply with our strict policy against impersonation. See "impersonation."

**Pinned Tweets**: You can pin a Tweet to the top of your profile page to keep something important to you above the flow of time-ordered Tweets.

**Profile**: Your profile displays information you choose to share publicly, as well as all of the Tweets you've posted. Your profile along with your @username identify you on Twitter.
Profile photo: Your personal image found under the Me icon. It's also the picture that appears next to each of your Tweets.

Promoted Accounts: Promoted Accounts present suggested accounts you might want to follow as promoted by our advertisers. These appear in your Home timeline, and via Who to Follow, search results and elsewhere on the platform.

Promoted Trends: Promoted Trends display time-, context-, and event-sensitive trends promoted by our advertisers. These appear at the top of the Trending Topics list on Twitter and elsewhere on the platform, and are clearly marked as "Promoted."

Promoted Tweets: Promoted Tweets are Tweets that are paid for by our advertisers. These appear in your Home timeline, at the top of search results on Twitter and elsewhere on the platform, and are clearly marked as "Promoted."

Protected/private accounts: Twitter accounts are public by default. Choosing to protect your account means that your Tweets will only be seen by approved followers and will not appear in search.

Reply: A response to another user's Tweet that begins with the @username of the person you're replying to is known as a reply. Reply by clicking the "reply" button next to the Tweet you'd like to respond to.

Retweet: A Tweet that you forward to your followers is known as a Retweet. Often used to pass along news or other valuable discoveries on Twitter, Retweets always retain original attribution.

The act of sharing another user's Tweet to all of your followers by clicking on the Retweet button.

Timeline: A timeline is a real-time stream of Tweets. Your Home stream, for instance, is where you see all the Tweets shared by your friends and other people you follow.

Timestamp: The date and time a Tweet was posted to Twitter. A Tweet's timestamp can be found in grey text in the detail view of any Tweet.

Top Tweets: Tweets determined by a Twitter algorithm to be the most popular or resonant on Twitter at any given time. Read more about Top Tweets.

Trends: A Trend is a topic or hashtag determined algorithmically to be one of the most popular on Twitter at that moment. You can choose to tailor Trends based on your location and who you follow.

Tweet, Tweetable: A Tweet may contain photos, videos, links and up to 140 characters of text.

Tweet: The act of sending a Tweet. Tweets get shown in Twitter timelines or are embedded in websites and blogs.

Tweet button: Anyone can add a Tweet button to their website. Clicking this button lets Twitter users post a Tweet with a link to that site. Learn how to add the Tweet button to your website here.

URL, URLs: A URL (Uniform Resource Locator) is a web address that points to a unique page on the Internet.
**Verification**: A process whereby a Twitter account receives a blue check icon to indicate that the creator of these Tweets is a legitimate source. Verified users include public figures and those who may have experienced identity confusion on Twitter.

**Who to follow**: Who to follow is an automated list of recommended accounts we think you might find interesting, based on the types of accounts you already follow and who those people follow.
### Appendix 10: Dataset - Die ZEIT

#### Die ZEIT

<table>
<thead>
<tr>
<th>Z</th>
<th>Tweets</th>
<th>Retweets</th>
<th>Average</th>
<th>Favorite</th>
<th>Average</th>
<th>Favorite</th>
<th>Relevant</th>
<th>Tweets/Day</th>
<th>Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>July</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2011</td>
</tr>
<tr>
<td>August</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2011</td>
</tr>
<tr>
<td>September</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2011</td>
</tr>
<tr>
<td>October</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2011</td>
</tr>
<tr>
<td>November</td>
<td>16</td>
<td>16</td>
<td>14</td>
<td>14</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>2011</td>
</tr>
<tr>
<td>December</td>
<td>12</td>
<td>12</td>
<td>6</td>
<td>6</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>2011</td>
</tr>
<tr>
<td>2011</td>
<td>2</td>
<td>10</td>
<td>20</td>
<td>20</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>2011</td>
</tr>
<tr>
<td>January</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2012</td>
</tr>
<tr>
<td>February</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2012</td>
</tr>
<tr>
<td>March</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2012</td>
</tr>
<tr>
<td>April</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2012</td>
</tr>
<tr>
<td>May</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2012</td>
</tr>
<tr>
<td>June</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2012</td>
</tr>
<tr>
<td>July</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2012</td>
</tr>
<tr>
<td>August</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2012</td>
</tr>
<tr>
<td>September</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2012</td>
</tr>
<tr>
<td>October</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2012</td>
</tr>
<tr>
<td>November</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>7</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>2012</td>
</tr>
<tr>
<td>December</td>
<td>3</td>
<td>38</td>
<td>28.67</td>
<td>28.67</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>2012</td>
</tr>
<tr>
<td>2012</td>
<td>1</td>
<td>90</td>
<td>45</td>
<td>45</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>2012</td>
</tr>
<tr>
<td>January</td>
<td>3</td>
<td>64</td>
<td>21.33</td>
<td>21.33</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>2013</td>
</tr>
<tr>
<td>February</td>
<td>2</td>
<td>14</td>
<td>10</td>
<td>10</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>2013</td>
</tr>
<tr>
<td>March</td>
<td>2</td>
<td>42</td>
<td>21</td>
<td>21</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>2013</td>
</tr>
<tr>
<td>April</td>
<td>1</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>2013</td>
</tr>
<tr>
<td>May</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2013</td>
</tr>
<tr>
<td>June</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2013</td>
</tr>
<tr>
<td>July</td>
<td>2</td>
<td>38</td>
<td>19</td>
<td>19</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>2013</td>
</tr>
<tr>
<td>August</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2013</td>
</tr>
<tr>
<td>September</td>
<td>5</td>
<td>113</td>
<td>22.6</td>
<td>22.6</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>2013</td>
</tr>
<tr>
<td>October</td>
<td>3</td>
<td>170</td>
<td>56.67</td>
<td>56.67</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
<td>2013</td>
</tr>
<tr>
<td>November</td>
<td>2</td>
<td>127</td>
<td>63.5</td>
<td>63.5</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>2013</td>
</tr>
<tr>
<td>December</td>
<td>4</td>
<td>99</td>
<td>24.75</td>
<td>24.75</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2013</td>
</tr>
<tr>
<td>2013</td>
<td>21</td>
<td>620</td>
<td>29</td>
<td>29</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>2013</td>
</tr>
<tr>
<td>January</td>
<td>21</td>
<td>549</td>
<td>26.14</td>
<td>26.14</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
<td>2014</td>
</tr>
<tr>
<td>February</td>
<td>18</td>
<td>409</td>
<td>22.69</td>
<td>22.69</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
<td>2014</td>
</tr>
<tr>
<td>March</td>
<td>6</td>
<td>238</td>
<td>39.67</td>
<td>39.67</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
<td>2014</td>
</tr>
<tr>
<td>April</td>
<td>24</td>
<td>621</td>
<td>26.21</td>
<td>26.21</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>2014</td>
</tr>
<tr>
<td>May</td>
<td>11</td>
<td>353</td>
<td>31.91</td>
<td>31.91</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>2014</td>
</tr>
<tr>
<td>June</td>
<td>2</td>
<td>187</td>
<td>93.5</td>
<td>93.5</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>2014</td>
</tr>
<tr>
<td>July</td>
<td>18</td>
<td>189</td>
<td>10.5</td>
<td>10.5</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>2014</td>
</tr>
<tr>
<td>August</td>
<td>14</td>
<td>142</td>
<td>10.14</td>
<td>10.14</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>2014</td>
</tr>
<tr>
<td>September</td>
<td>22</td>
<td>150</td>
<td>6.82</td>
<td>6.82</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>2014</td>
</tr>
<tr>
<td>October</td>
<td>30</td>
<td>374</td>
<td>12.47</td>
<td>12.47</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>2014</td>
</tr>
<tr>
<td>November</td>
<td>15</td>
<td>205</td>
<td>13.33</td>
<td>13.33</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>2014</td>
</tr>
<tr>
<td>December</td>
<td>11</td>
<td>169</td>
<td>9.91</td>
<td>9.91</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>2014</td>
</tr>
<tr>
<td>2014</td>
<td>191</td>
<td>3.725</td>
<td>2.239</td>
<td>2.239</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>2014</td>
</tr>
<tr>
<td>Total</td>
<td>230</td>
<td>4.482</td>
<td>2.569</td>
<td>2.569</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>2014</td>
</tr>
</tbody>
</table>
### Appendix 11: Dataset - The Guardian

The Guardian

<table>
<thead>
<tr>
<th>Year</th>
<th>Tweets</th>
<th>Retweets</th>
<th>Average Retweet</th>
<th>Favorite</th>
<th>Average Favorite</th>
<th>Relevant Tweets/Day</th>
<th>Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>3</td>
<td>98</td>
<td>32.67</td>
<td>12</td>
<td>4.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>September</td>
<td>6</td>
<td>175</td>
<td>29.17</td>
<td>36</td>
<td>6.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>4</td>
<td>104</td>
<td>25</td>
<td>19</td>
<td>4.75</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>10</td>
<td>285</td>
<td>28.5</td>
<td>74</td>
<td>7.4</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>4</td>
<td>63</td>
<td>15.75</td>
<td>26</td>
<td>6.5</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>27</td>
<td>725</td>
<td>167</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>6</td>
<td>252</td>
<td>42</td>
<td>144</td>
<td>24</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>March</td>
<td>7</td>
<td>348</td>
<td>45.71</td>
<td>140</td>
<td>20</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>7</td>
<td>209</td>
<td>29.86</td>
<td>88</td>
<td>12.57</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>6</td>
<td>174</td>
<td>29</td>
<td>212</td>
<td>35.33</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>June</td>
<td>5</td>
<td>208</td>
<td>45.6</td>
<td>86</td>
<td>17.2</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>3</td>
<td>116</td>
<td>38.67</td>
<td>36</td>
<td>12</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>6</td>
<td>277</td>
<td>46.17</td>
<td>224</td>
<td>37.33</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>September</td>
<td>2</td>
<td>24</td>
<td>12</td>
<td>9</td>
<td>4.5</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>9</td>
<td>446</td>
<td>49.56</td>
<td>221</td>
<td>24.56</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>7</td>
<td>414</td>
<td>59.14</td>
<td>183</td>
<td>21.3</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>2</td>
<td>67</td>
<td>33.5</td>
<td>39</td>
<td>15.5</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>68</td>
<td>2,535</td>
<td>1362</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>8</td>
<td>252</td>
<td>35.5</td>
<td>91</td>
<td>11.38</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>1</td>
<td>166</td>
<td>166</td>
<td>38</td>
<td>38</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>March</td>
<td>4</td>
<td>324</td>
<td>81</td>
<td>155</td>
<td>38.75</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>2</td>
<td>22</td>
<td>11</td>
<td>7</td>
<td>3.5</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>2</td>
<td>87</td>
<td>43.5</td>
<td>41</td>
<td>20.5</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>June</td>
<td>3</td>
<td>115</td>
<td>38.33</td>
<td>35</td>
<td>11.67</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>5</td>
<td>214</td>
<td>42.8</td>
<td>188</td>
<td>21.6</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>2</td>
<td>217</td>
<td>108.5</td>
<td>91</td>
<td>45.5</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>September</td>
<td>3</td>
<td>71</td>
<td>23.67</td>
<td>25</td>
<td>8.33</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>9</td>
<td>777</td>
<td>86.33</td>
<td>320</td>
<td>35.56</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>18</td>
<td>341</td>
<td>54.30</td>
<td>251</td>
<td>25.10</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>13</td>
<td>1,462</td>
<td>112.46</td>
<td>558</td>
<td>42.92</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>62</td>
<td>4,090</td>
<td>1,720</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>18</td>
<td>2,462</td>
<td>246.2</td>
<td>1,221</td>
<td>122.1</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>12</td>
<td>978</td>
<td>81.33</td>
<td>360</td>
<td>30</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>March</td>
<td>7</td>
<td>1,295</td>
<td>185</td>
<td>553</td>
<td>79</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>18</td>
<td>1,305</td>
<td>72.5</td>
<td>597</td>
<td>33.17</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>25</td>
<td>2,358</td>
<td>94.32</td>
<td>1,149</td>
<td>45.96</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>June</td>
<td>36</td>
<td>3,905</td>
<td>108.47</td>
<td>1,420</td>
<td>38.44</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>34</td>
<td>2,136</td>
<td>62.53</td>
<td>1,045</td>
<td>38.08</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>28</td>
<td>2,213</td>
<td>92.21</td>
<td>1,313</td>
<td>54.71</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>September</td>
<td>37</td>
<td>4,335</td>
<td>117.36</td>
<td>1,730</td>
<td>46.26</td>
<td>1.23</td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>34</td>
<td>2,503</td>
<td>75.97</td>
<td>1,021</td>
<td>38.03</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>33</td>
<td>3,995</td>
<td>121.66</td>
<td>1,062</td>
<td>58.97</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>16</td>
<td>3,115</td>
<td>82.19</td>
<td>725</td>
<td>45.31</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>206</td>
<td>28,864</td>
<td>12,814</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>435</td>
<td>36,178</td>
<td>16,063</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Appendix 12: Dataset - GuardianData

### GuardianData

<table>
<thead>
<tr>
<th>Month</th>
<th>Tweets</th>
<th>Retweets</th>
<th>Average Retweet</th>
<th>Favorite</th>
<th>Average Favorite</th>
<th>Relevant Tweets/Day</th>
<th>Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>July</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>5</td>
<td>3.4</td>
<td>7.00</td>
<td>31</td>
<td>6.2</td>
<td>0.38</td>
<td>2011</td>
</tr>
<tr>
<td>September</td>
<td>8</td>
<td>5.2</td>
<td>4.00</td>
<td>53</td>
<td>4.13</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>21</td>
<td>1.10</td>
<td>6.19</td>
<td>51</td>
<td>2.43</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>10</td>
<td>0.45</td>
<td>4.5</td>
<td>18</td>
<td>1.8</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>13</td>
<td>0.83</td>
<td>6.10</td>
<td>49</td>
<td>2.77</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>57</td>
<td>3.72</td>
<td>9.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>11</td>
<td>0.55</td>
<td>5</td>
<td>66</td>
<td>6.6</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>5</td>
<td>0.36</td>
<td>4</td>
<td>4</td>
<td>0.8</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>March</td>
<td>24</td>
<td>1.36</td>
<td>5.67</td>
<td>72</td>
<td>3.7</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>38</td>
<td>2.17</td>
<td>8.34</td>
<td>204</td>
<td>5.57</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>17</td>
<td>1.08</td>
<td>6.94</td>
<td>83</td>
<td>4.08</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>June</td>
<td>14</td>
<td>0.87</td>
<td>7.64</td>
<td>39</td>
<td>2.79</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>30</td>
<td>1.70</td>
<td>5.97</td>
<td>106</td>
<td>3.53</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>8</td>
<td>0.47</td>
<td>5.08</td>
<td>23</td>
<td>2.08</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>September</td>
<td>11</td>
<td>0.67</td>
<td>7.91</td>
<td>37</td>
<td>3.36</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>30</td>
<td>1.70</td>
<td>13.47</td>
<td>151</td>
<td>5.03</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>21</td>
<td>1.20</td>
<td>7.62</td>
<td>101</td>
<td>4.8</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>8</td>
<td>0.50</td>
<td>13.10</td>
<td>78</td>
<td>9.75</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>217</td>
<td>1.72</td>
<td>104</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>16</td>
<td>0.53</td>
<td>15.25</td>
<td>84</td>
<td>5.25</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>8</td>
<td>0.32</td>
<td>12.75</td>
<td>74</td>
<td>8.95</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>March</td>
<td>11</td>
<td>0.52</td>
<td>13.82</td>
<td>58</td>
<td>5.27</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>11</td>
<td>0.54</td>
<td>11</td>
<td>75</td>
<td>6.8</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>5</td>
<td>0.35</td>
<td>1</td>
<td>14</td>
<td>2.8</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>June</td>
<td>5</td>
<td>0.45</td>
<td>9.00</td>
<td>29</td>
<td>5.00</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>7</td>
<td>0.44</td>
<td>6.29</td>
<td>19</td>
<td>2.71</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>4</td>
<td>0.25</td>
<td>6.25</td>
<td>14</td>
<td>3.5</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>September</td>
<td>5</td>
<td>0.35</td>
<td>15.40</td>
<td>17</td>
<td>3.40</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>4</td>
<td>0.45</td>
<td>11.25</td>
<td>12</td>
<td>3.08</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>6</td>
<td>0.70</td>
<td>13.17</td>
<td>43</td>
<td>7.17</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>8</td>
<td>0.54</td>
<td>30.50</td>
<td>92</td>
<td>11.50</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>90</td>
<td>1.89</td>
<td>531</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>6</td>
<td>0.23</td>
<td>20.55</td>
<td>69</td>
<td>11.5</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>4</td>
<td>0.35</td>
<td>3.25</td>
<td>10</td>
<td>3.5</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>March</td>
<td>14</td>
<td>0.45</td>
<td>38.86</td>
<td>131</td>
<td>9.0</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>13</td>
<td>0.85</td>
<td>14.64</td>
<td>66</td>
<td>5.08</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>20</td>
<td>1.05</td>
<td>18.50</td>
<td>133</td>
<td>6.65</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>June</td>
<td>7</td>
<td>0.44</td>
<td>20.10</td>
<td>57</td>
<td>8.14</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>7</td>
<td>0.57</td>
<td>15.29</td>
<td>48</td>
<td>6.06</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>17</td>
<td>1.25</td>
<td>14.60</td>
<td>72</td>
<td>4.24</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>September</td>
<td>54</td>
<td>2.19</td>
<td>40.61</td>
<td>519</td>
<td>9.61</td>
<td>1.08</td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>30</td>
<td>2.66</td>
<td>82.13</td>
<td>798</td>
<td>26.68</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>31</td>
<td>2.65</td>
<td>18.23</td>
<td>190</td>
<td>6.13</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>21</td>
<td>1.21</td>
<td>20.05</td>
<td>177</td>
<td>8.40</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>224</td>
<td>7.24</td>
<td>2,270</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>598</td>
<td>10.35</td>
<td>3,847</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Appendix 13: Dataset - The New York Times

#### The New York Times

<table>
<thead>
<tr>
<th></th>
<th>Tweets</th>
<th>Retweets</th>
<th>Average</th>
<th>Favorite</th>
<th>Average</th>
<th>Relevant</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Tweet/Day</td>
<td></td>
</tr>
<tr>
<td>June</td>
<td>2</td>
<td>95</td>
<td>47.5</td>
<td>22</td>
<td>11</td>
<td>0.06</td>
<td>2011</td>
</tr>
<tr>
<td>August</td>
<td>1</td>
<td>201</td>
<td>201</td>
<td>78</td>
<td>70</td>
<td>0.03</td>
<td>2011</td>
</tr>
<tr>
<td>September</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>2011</td>
</tr>
<tr>
<td>October</td>
<td>1</td>
<td>267</td>
<td>267</td>
<td>94</td>
<td>94</td>
<td>0.03</td>
<td>2011</td>
</tr>
<tr>
<td>November</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>2011</td>
</tr>
<tr>
<td>December</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>2011</td>
</tr>
<tr>
<td>2011</td>
<td>4</td>
<td>563</td>
<td>142.5</td>
<td>229</td>
<td>26.625</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>1</td>
<td>125</td>
<td>125</td>
<td>65</td>
<td>65</td>
<td>0.05</td>
<td>2012</td>
</tr>
<tr>
<td>February</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>2012</td>
</tr>
<tr>
<td>March</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>2012</td>
</tr>
<tr>
<td>April</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>2012</td>
</tr>
<tr>
<td>May</td>
<td>1</td>
<td>37</td>
<td>37</td>
<td>13</td>
<td>13</td>
<td>0.00</td>
<td>2012</td>
</tr>
<tr>
<td>June</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>2012</td>
</tr>
<tr>
<td>July</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>2012</td>
</tr>
<tr>
<td>August</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>2012</td>
</tr>
<tr>
<td>September</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>2012</td>
</tr>
<tr>
<td>October</td>
<td>4</td>
<td>529</td>
<td>132.25</td>
<td>77</td>
<td>79</td>
<td>0.03</td>
<td>2012</td>
</tr>
<tr>
<td>November</td>
<td>1</td>
<td>69</td>
<td>69</td>
<td>41</td>
<td>41</td>
<td>0.00</td>
<td>2012</td>
</tr>
<tr>
<td>December</td>
<td>5</td>
<td>627</td>
<td>125.4</td>
<td>176</td>
<td>35.2</td>
<td>0.16</td>
<td>2012</td>
</tr>
<tr>
<td>2012</td>
<td>20</td>
<td>2,047</td>
<td>142.25</td>
<td>1,227</td>
<td>67.19</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>5</td>
<td>620</td>
<td>124</td>
<td>316</td>
<td>63.2</td>
<td>0.16</td>
<td>2013</td>
</tr>
<tr>
<td>February</td>
<td>6</td>
<td>764</td>
<td>137</td>
<td>152</td>
<td>25.10</td>
<td>0.21</td>
<td>2013</td>
</tr>
<tr>
<td>March</td>
<td>2</td>
<td>154</td>
<td>77</td>
<td>22</td>
<td>11</td>
<td>0.06</td>
<td>2013</td>
</tr>
<tr>
<td>April</td>
<td>11</td>
<td>3,044</td>
<td>278.71</td>
<td>711</td>
<td>64.44</td>
<td>0.37</td>
<td>2013</td>
</tr>
<tr>
<td>May</td>
<td>9</td>
<td>824</td>
<td>91.56</td>
<td>237</td>
<td>36.3</td>
<td>0.3</td>
<td>2013</td>
</tr>
<tr>
<td>June</td>
<td>12</td>
<td>1,280</td>
<td>107.27</td>
<td>712</td>
<td>59.33</td>
<td>0.40</td>
<td>2013</td>
</tr>
<tr>
<td>July</td>
<td>7</td>
<td>164</td>
<td>52</td>
<td>147</td>
<td>29</td>
<td>0.23</td>
<td>2013</td>
</tr>
<tr>
<td>August</td>
<td>17</td>
<td>1,939</td>
<td>67.76</td>
<td>508</td>
<td>36.59</td>
<td>0.55</td>
<td>2013</td>
</tr>
<tr>
<td>September</td>
<td>17</td>
<td>1,089</td>
<td>59.35</td>
<td>457</td>
<td>26.80</td>
<td>0.3</td>
<td>2013</td>
</tr>
<tr>
<td>October</td>
<td>29</td>
<td>4,131</td>
<td>142.45</td>
<td>1,679</td>
<td>57.9</td>
<td>0.94</td>
<td>2013</td>
</tr>
<tr>
<td>November</td>
<td>26</td>
<td>2,337</td>
<td>86.64</td>
<td>1,227</td>
<td>47.79</td>
<td>0.87</td>
<td>2013</td>
</tr>
<tr>
<td>December</td>
<td>20</td>
<td>3,146</td>
<td>157.4</td>
<td>1,716</td>
<td>86.5</td>
<td>0.65</td>
<td>2013</td>
</tr>
<tr>
<td>2013</td>
<td>305</td>
<td>10,599</td>
<td>347.0</td>
<td>3,708</td>
<td>88.45</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>29</td>
<td>3,135</td>
<td>118.83</td>
<td>1,542</td>
<td>84.45</td>
<td>0.74</td>
<td>2014</td>
</tr>
<tr>
<td>February</td>
<td>54</td>
<td>4,942</td>
<td>127.71</td>
<td>3,445</td>
<td>105.52</td>
<td>1.21</td>
<td>2014</td>
</tr>
<tr>
<td>March</td>
<td>47</td>
<td>9,780</td>
<td>206.55</td>
<td>5,956</td>
<td>156.30</td>
<td>1.52</td>
<td>2014</td>
</tr>
<tr>
<td>April</td>
<td>17</td>
<td>2,970</td>
<td>147.65</td>
<td>1,693</td>
<td>98.53</td>
<td>0.6</td>
<td>2014</td>
</tr>
<tr>
<td>May</td>
<td>77</td>
<td>21,941</td>
<td>310.92</td>
<td>16,506</td>
<td>235.40</td>
<td>2.48</td>
<td>2014</td>
</tr>
<tr>
<td>June</td>
<td>154</td>
<td>73,064</td>
<td>474.57</td>
<td>42,437</td>
<td>275.56</td>
<td>5.1</td>
<td>2014</td>
</tr>
<tr>
<td>July</td>
<td>139</td>
<td>50,880</td>
<td>366.64</td>
<td>27,274</td>
<td>196.22</td>
<td>4.49</td>
<td>2014</td>
</tr>
<tr>
<td>August</td>
<td>146</td>
<td>49,137</td>
<td>303.16</td>
<td>28,368</td>
<td>192.80</td>
<td>4.77</td>
<td>2014</td>
</tr>
<tr>
<td>September</td>
<td>149</td>
<td>41,339</td>
<td>276.71</td>
<td>26,245</td>
<td>176.14</td>
<td>4.87</td>
<td>2014</td>
</tr>
<tr>
<td>October</td>
<td>157</td>
<td>121,141</td>
<td>744.34</td>
<td>58,133</td>
<td>197.96</td>
<td>5.06</td>
<td>2014</td>
</tr>
<tr>
<td>November</td>
<td>152</td>
<td>11,171</td>
<td>720.31</td>
<td>18,237</td>
<td>171.76</td>
<td>3.75</td>
<td>2014</td>
</tr>
<tr>
<td>December</td>
<td>79</td>
<td>16,269</td>
<td>245.35</td>
<td>12,928</td>
<td>156.43</td>
<td>2.53</td>
<td>2014</td>
</tr>
<tr>
<td>2014</td>
<td>1,154</td>
<td>426,675</td>
<td>215.40</td>
<td>215,489</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1,319</td>
<td>445,836</td>
<td>224,223</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Appendix 14: Dataset - New York Times Graphics

#### NYT Graphics

<table>
<thead>
<tr>
<th>Year</th>
<th>Tweets</th>
<th>Retweets</th>
<th>Average</th>
<th>Favorite</th>
<th>Average</th>
<th>Favorite</th>
<th>Relevant</th>
<th>Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>5</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>1</td>
<td>35</td>
<td>15,80</td>
<td>11</td>
<td>11</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>September</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>1</td>
<td>47</td>
<td>47</td>
<td>7</td>
<td>7</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>3</td>
<td>82</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>1</td>
<td>44</td>
<td>44</td>
<td>10</td>
<td>10</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>March</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>June</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>1</td>
<td>5</td>
<td>3,00</td>
<td>2</td>
<td>2,00</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>September</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>5</td>
<td>8</td>
<td>1,60</td>
<td>5</td>
<td>1,00</td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>14</td>
<td>175</td>
<td>12,50</td>
<td>55</td>
<td>3,9</td>
<td>0.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>22</td>
<td>334</td>
<td>82</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>1</td>
<td>18</td>
<td>18</td>
<td>9</td>
<td>9</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>March</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>7</td>
<td>153</td>
<td>21,43</td>
<td>20</td>
<td>4,1</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>3</td>
<td>54</td>
<td>18</td>
<td>12</td>
<td>4</td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>June</td>
<td>2</td>
<td>14</td>
<td>7,80</td>
<td>14</td>
<td>7,00</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>2</td>
<td>20</td>
<td>10</td>
<td>21</td>
<td>10,5</td>
<td>0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>4</td>
<td>29</td>
<td>7,25</td>
<td>19</td>
<td>4,75</td>
<td>0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>September</td>
<td>6</td>
<td>25</td>
<td>4,17</td>
<td>22</td>
<td>3,67</td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>10</td>
<td>165</td>
<td>16,50</td>
<td>79</td>
<td>7,90</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>7</td>
<td>38</td>
<td>5,43</td>
<td>19</td>
<td>2,71</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>9</td>
<td>237</td>
<td>26,33</td>
<td>145</td>
<td>18,33</td>
<td>0.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>51</td>
<td>780</td>
<td>93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>9</td>
<td>159</td>
<td>38,9</td>
<td>154</td>
<td>17,1</td>
<td>0.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>10</td>
<td>1,077</td>
<td>107,70</td>
<td>873</td>
<td>87,0</td>
<td>0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>March</td>
<td>13</td>
<td>1,342</td>
<td>102,23</td>
<td>517</td>
<td>51,7</td>
<td>0.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>18</td>
<td>335</td>
<td>29,7</td>
<td>185</td>
<td>16,94</td>
<td>0.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>26</td>
<td>2,681</td>
<td>210,12</td>
<td>1,192</td>
<td>19,85</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>June</td>
<td>42</td>
<td>2,344</td>
<td>53,45</td>
<td>1,089</td>
<td>26,17</td>
<td>1.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>26</td>
<td>947</td>
<td>327,19</td>
<td>339,2</td>
<td>128,04</td>
<td>0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>22</td>
<td>1,134</td>
<td>51,55</td>
<td>556</td>
<td>25,27</td>
<td>0.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>September</td>
<td>26</td>
<td>733</td>
<td>27,42</td>
<td>191</td>
<td>15,04</td>
<td>0.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>42</td>
<td>2,611</td>
<td>62,17</td>
<td>1,245</td>
<td>27,26</td>
<td>1.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>55</td>
<td>2,889</td>
<td>52,53</td>
<td>1,678</td>
<td>30,51</td>
<td>1.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>26</td>
<td>1,247</td>
<td>47,96</td>
<td>527</td>
<td>20,27</td>
<td>0.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>315</td>
<td>26,178</td>
<td>11,780</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>391</td>
<td>27,456</td>
<td>12,252</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>