Phytoplankton production modelling in three marine ecosystems—static versus dynamic approach
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Abstract

Phytoplankton productivity is usually determined from water samples incubated at a number of irradiance levels during several hours. The resultant productivity-irradiance (P–E) curves are then used to estimate local and/or global phytoplankton production. However, there is growing evidence that these curves, referred as static, underestimate phytoplankton photosynthesis to a great deal, by assuming a stable response to light over the incubation period. One of the drawbacks of static P–E curves is the overestimation of photoinhibition.

In this work, three one-dimensional vertically resolved models were developed as simply as possible, to investigate differences between static and dynamic phytoplankton productivity in three marine ecosystems: a turbid estuary, a coastal area and an open ocean ecosystem. The results show that, when photoinhibition development time is considered (dynamic model), the primary production estimates are always higher than when calculated with the static model. The quantitative importance of these differences varies with the type of ecosystem and it appears to be more important in coastal areas and estuaries (from 21 to 72%) than in oceanic waters (10%). Thus, these results suggest that primary production estimates, obtained under the assumption of a static behaviour response to light, may underestimate the real values of global phytoplankton primary production. Calculations suggest that the quantitative importance of this underestimation may be larger than the global missing carbon sink.

© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

In the last decades, phytoplankton primary production has received considerable interest due to its relevance as the first link in trophic chains of aquatic ecosystems and the role it plays in the oceanic "biological pump" for carbon dioxide uptake (Behrenfeld and
on physiologic processes (Eqs. (1)–(7) in Table 1). Generally, the accurate measurement and simulation of the P–E relationship is of major importance.

Generally, the P–E relationship is determined by the incubation of water samples, at several irradiance levels, during a fixed period (2 or 4 h). The resulting P–E curve parameters are then applied to productivity models. These models are referred as static because it is assumed that P–E parameters are constant over time. The majority of the existing P–E models are static (e.g. Steele, 1962; Vollenweider, 1965; Jasby and Platt, 1976; Fasham and Platt, 1983; Megard et al., 1984).

There are a large number of mathematical formulations to describe the P–E relationship (see Table 1 for a sample of available models and parameters). Some parameters are common to almost all models or can be derived from the models themselves, namely initial slope or photosynthetic efficiency (α), optimal light intensity or the light level that maximizes photosynthesis under given nutrient and temperature conditions (Eopt), the light level at which the linear part of the P–E curve intercepts a plateau (light saturation index – E1/2) and the maximal production rate or photosynthetic capacity (Pmax)(Table 1). Parameter α may be obtained by calculating the limit of the derivative of P in relation to E as E approaches zero. In inhibition models, Eopt may be determined by calculating the light intensity that maximizes the same derivative.

Most of the mathematical formulations describing the P–E relationship are empirical, capable of describing geometrically the observed results, not being based on physiologic processes (Eqs. (1)–(7) in Table 1). Models such as those presented by Fasham and Platt (1983), Eilers and Peeters (1988, 1993) (Eqs. (12) and (15) in Table 1), Megard et al. (1984) (similar to Eilers’ model), Han (2001a,b) and Rubio et al. (2003) are of a mechanistic type, derived from known sequences of metabolic transformations. Some assume a saturation curve (Eqs. (1)–(2) and (6) in Table 1), whereas others consider photoinhibition (i.e. the decline in carbon fixation at high irradiances) (Eqs. (3)–(5) and (7)–(9) in Table 1). Some are static (Eqs. (1)–(5) and (8) in Table 1) and some are dynamic, considering the effects of time exposure to light on photosynthetic responses, including the development of photoinhibition (e.g. Eqs. (7) and (9) in Table 1).

Experimental evidence suggests that in many cases the static description of the P–E relationship is not appropriate (Marra, 1978; Neale and Marra, 1985; Pahl-Wostl, 1992; Macedo et al., 1998, 2002). In fact, the photosynthetic parameters depend on light intensities recently experienced by the organisms. The irradiance that reaches phytoplankton varies due to diurnal variation in light intensity and vertical mixing process (Denman and Gargett, 1983). Experimental evidence shows that photoinhibited under high light levels. However, the relative strength of this phenomenon depends on the exposure time to high irradiances (Marra, 1978). There is also some evidence that phytoplankton can maintain high rates of photosynthesis during the first few minutes after initial exposure to saturating or inhibiting irradiance before photoinhibition takes place (Harris and Lott, 1973; Harris and Piccinin, 1977; Marra, 1978). When irradiance remains very high for a long period, photoinhibition becomes more and more important (Kok, 1956; Takahashi et al., 1971; Harris and Piccinin, 1977; Marra, 1978; Belay, 1981; Whiteman and Cod, 1983; Macedo et al., 1998). On the other hand, production stops shortly after light is switched off, while recovery from photoinhibition takes longer (Kok, 1956; Belay, 1981). Previous model and experimental results suggest that static P–E curves might lead to a significant underestimation of phytoplankton primary productivity (Duarte and Ferreira, 1997; Macedo et al., 2002).

In spite of the above considerations, most of the P–E formulations used within the last 5 years, in phytoplankton models/sub-models are static. Omlin et al. (2001) described a biogeochemical model of Lake Zürich using static, saturation (Monod, cf. Table 1) or inhibition (Steele’s equation, Steele (1962), cf. – Table 1) type of equations. Bonnet and Wessen (2001) developed a 3D ecological model for a lacustrine ecosystem, where light limitation is calculated by the static Steele’s equation. Oguz et al. (2001) also used a static formulation in a vertically resolved phytoplankton model for the Black Sea, based on a saturation function. Chen et al. (2002) coupled the Princeton...
and Eilers (1978). Robson and Hamilton (2004) applied the ProSe model, which combines a 1D ocean model (POM) to a lower trophic level food web model, where neither photoinhibition was considered, nor any dynamic link between light history and photosynthetic parameters. Thébault and Rabouille (2003) used two mathematical formulations of phytoplankton growth rate as a function of light and temperature. In one of them (Yoyo model), temporal scales of less than 1 h were considered, accounting for daily sun light – photosynthetic rate (usually expressed as mg C mg Chla$^{-1}$ h$^{-1}$; $P_{\text{max}}$ – maximum photosynthetic rate; $E$ – light intensity (usually expressed as mmol quanta m$^{-2}$ s$^{-1}$); $E_{\text{opt}}$ – light saturation index; $t$ – exposure time to a particular light level (h); see text). Table 1 Some of the available formulations for the $P$–$E$ relationship

<table>
<thead>
<tr>
<th>Equation</th>
<th>Category</th>
<th>Type</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P = P_{\text{max}} \left[ \exp \left( \frac{1 - \frac{E}{E_{\text{opt}}}}{n} \right) - 1 \right]$</td>
<td>Saturation models</td>
<td>Empirical and static</td>
<td>Webb et al. (1974)</td>
</tr>
<tr>
<td>$P = P_{\text{init}} \left[ \exp \left( \frac{1 - \frac{E}{E_{\text{opt}}}}{n} \right) - 1 \right]$, where $P_{\text{init}}$ is the initial slope (mg C mg Chla$^{-1}$ h$^{-1}$)</td>
<td>Photosynthesis models</td>
<td>Steele (1962)</td>
<td></td>
</tr>
<tr>
<td>$P = P_{\text{opt}} \left[ \exp \left( \frac{1 - \frac{E}{E_{\text{opt}}}}{n} \right) - 1 \right]$, where $P_{\text{opt}}$ is the optimal light intensity, $n$ is an empirical integer</td>
<td>Photosynthesis models</td>
<td>Parker (1974)</td>
<td></td>
</tr>
<tr>
<td>$P = P_{\text{min}} \left[ \exp \left( \frac{1 - \frac{E}{E_{\text{opt}}}}{n} \right) - 1 \right]$, where $P_{\text{min}}$ is the minimal light intensity</td>
<td>Photosynthesis models</td>
<td>Iwakuma and Yasuno (1983)</td>
<td></td>
</tr>
<tr>
<td>$P(E, t) = P(E, \gamma) \left[ \exp \left( \frac{1}{E_{\text{opt}}^2} \right) \right]$</td>
<td>Saturation model</td>
<td>Empirical and dynamic</td>
<td>Franks and Murna (1994)</td>
</tr>
<tr>
<td>$P(E, t) = \frac{\alpha E}{2} \exp \left( - \frac{t}{t_i} \right)$, where $P_{\text{init}}$, $P_{\text{opt}}$, $E_{\text{opt}}$, $t_i$, $\alpha$, $E_{\text{crit}}$</td>
<td>Photosynthesis models</td>
<td>Pahl-Wostl and Imboden (1996)</td>
<td></td>
</tr>
<tr>
<td>$P(E, t) = \frac{\alpha E}{2} \exp \left( - \frac{t}{t_i} \right)$, where $P_{\text{init}}$, $P_{\text{opt}}$, $E_{\text{opt}}$, $t_i$, $\alpha$, $E_{\text{crit}}$</td>
<td>Photosynthesis models</td>
<td>Pahl-Wostl and Imboden (1996)</td>
<td></td>
</tr>
<tr>
<td>$P(E, t) = \frac{\alpha E}{2} \exp \left( - \frac{t}{t_i} \right)$</td>
<td>Photosynthesis models</td>
<td>Pahl-Wostl and Imboden (1996)</td>
<td></td>
</tr>
</tbody>
</table>

Ocean Model (POM) to a lower trophic level food web model, where neither photoinhibition was considered, nor any dynamic link between light history and photosynthetic parameters. Thébault and Rabouille (2003) used two mathematical formulations of phytoplankton growth rate as a function of light and temperature. In one of them (Yoyo model), temporal scales of less than a day were considered, accounting for daily sun light variability, using the static $P$–$E$ formulation of Peeters and Eilers (1978). Robson and Hamilton (2004) applied a three dimensional, coupled hydrodynamic-ecological model to simulate a Microcystis bloom in an Australian river. Light limitation was based on Steele’s static formulation, in the case of freshwater diatoms, and in the saturation type equation described by Webb et al. (1974), in the case of other algae. Finally, Filipe et al. (2004) used the ProSe model, which combines a 1D hydrodynamic module with a biological one, where the $P$–$E$ relationship is that of Platt et al. (1983).

The works cited in the previous paragraph are a clear demonstration of the increasing trend to couple physical and biogeochemical models. Biogeochemical processes are computed at each grid cell, giving place to local changes in pelagic variables, such as phytoplankton concentration, which are then transported over the model grid by the hydrodynamic model. Using $P$–$E$ dynamic formulations within the scope of a coupled model implies the resolution of adaptive equations (changing the value of parameters of the $P$–$E$ relationship), nested within the calculation of local changes in phytoplankton biomass. As phytoplankton biomass is transported across the model grid, so should their “adaptive status” be transported and mixed with the existing phytoplankton biomass and respective
“adaptive status”. This means that after each model iteration, not only the resulting biomass at each model grid cell will depend on local and transport processes, but also the resulting “adaptive status”.

It is conceivable that in a Eulerian vertically resolved mixed layer model, photoinhibited cells at the surface layers may be convected downward, changing the average phytoplankton properties of the destination layers. In such a situation, photoinhibition may develop further downward if the downflux speed is faster than the recovery from photoinhibition, as suggested by the models of Franks and Marra (1994) and Duarte and Ferreira (1997). An opposite situation may result from the upwelling of non-inhibited cells, “diluting” surface inhibited phytoplankton and increasing productivity. Lande and Lewis (1989) compared an Eulerian model similar to the one implemented by the previous authors with a Lagrangian model, that simulated the trajectories of individual cells and respective photoacclimation, retaining information on individual cells, and obtained very similar photosynthetic rates with depth. The small differences observed (<1%) were due to nonlinear dependences of photosynthesis on the $P–E$ parameters, in conjunction with the variance and covariance of these traits among cells at given depths.

The objective of this work is to evaluate the quantitative importance of ignoring the dynamic nature of the $P–E$ relationship in phytoplankton productivity and production estimates in three marine ecosystems, and to assess the impact that this may have on global production estimates.

2. Materials and methods

In this work, three distinct study areas were selected (an oceanic area, an open coastal area and an estuary) to represent the main types of marine ecosystems, with quite different depths and optical water characteristics.

The methodology applied in this work is based on vertical productivity profiles calculated, using static and dynamic $P–E$ formulations, for each of the selected ecosystems.

2.1. Study areas

The oceanic area studied was the Azores Front/Current (FCA), located south of the Azores Archipelago (Fig. 1). The FCA is a permanent feature throughout the year and it forms part of the sub-tropical North Atlantic gyre (Klein and Siedler, 1989; Alves et al., 1994). Gould (1985) found that the Front could be identified most readily by the position of the 16°C isotherm at a depth of 200 m. The waters on both sides of the FCA are oligotrophic, with the maximum chlorophyll layer located near the nutricline (Macedo et al., 2001). The open coastal area used in this study is the Arrábida coast (38°27′N, 09°04′W) located south of Lisbon (Portugal) (Fig. 1). The sampling location has a depth of 15 m and chlorophyll concentration (Chla) mean values are around 1 mg Chla m$^{-3}$ (Macedo et al., 2002). Fig. 1 also shows the Tagus estuary located near Lisbon (38°50′N, 09°04′W). Samples were collected in a channel of the Tagus estuary called Cala do Norte. The water is very turbid, with annual values of suspended matter ranging from 45 to 120 mg l$^{-1}$. Salinity ranges from 0 to 32 and is strongly influenced by the semi-diurnal and fortnightly tidal cycle (Ferreira and Ramos, 1989).

Table 2 presents the main characteristics of these marine ecosystems. The mean light extinction coefficient ($k$) was calculated from Secchi disk readings. Euphotic depth was calculated as the depth where irradiance is 1% of its surface value (Parsons et al., 1984).

2.2. Sampling and treatment

Water samples for chlorophyll-a (Chla) determination were collected in the above-mentioned ecosystems. In the Arrábida coast and the Tagus estuary, water samples were sieved through a 200 μm mesh prior to filtration. Filtration was done through 0.45 μm membrane filters. Pigments were extracted in 90% acetone and analysed fluorometrically by the method of Yentsch and Menzel (1963) as modified by Holm-Hansen et al. (1965). Calibrations were performed using Sigma Chla standard. Temperature and salinity were determined in situ with a CTD (Chelsea Instruments) in FCA and with a SCT Meter (YSI model 33) at the other locations.

Primary productivity measurements were carried out in the Arrábida coast and the Tagus estuary. Samples for $P–E$ curves determination were always collected in the morning, and kept in the dark for about four hours before incubation. All samples were incubated in laboratory with light provided by 1500 W tungsten halogen lamps. Irradiance (0–950 μE m$^{-2}$ s$^{-1}$) was
Fig. 1. Location of the three study areas: Tagus estuary, FCA and Arrábida coast.
Table 2
Main characteristics of the marine ecosystems considered in this work

<table>
<thead>
<tr>
<th>Ecosystem</th>
<th>Mean depth (m)</th>
<th>Euphotic depth (m)</th>
<th>Salinity range</th>
<th>$k$ $(m^{-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oceanic (FCA)</td>
<td>1000.0</td>
<td>92.1–46.1</td>
<td>35.1–36.3</td>
<td>0.05–0.1</td>
</tr>
<tr>
<td>Coastal (Arrábida)</td>
<td>15.0</td>
<td>23.0</td>
<td>34.5–36.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Estuarine (Tagus)</td>
<td>2.3</td>
<td>1.3</td>
<td>0.0–32.0</td>
<td>0.4</td>
</tr>
</tbody>
</table>

$k$ is the mean light extinction coefficient (see text).

measured using a LICOR spherical quantum sensor (LI-193SA). Light attenuation was achieved with grey PVC nets and preservation of the spectral characteristics was checked as described in Macedo et al. (1998). All P–E experiments were performed under controlled temperature, similar to that measured in the field. In each of these experiments two incubation periods were considered: a shorter and a longer one, to obtain static and dynamic P–E curves and parameters. Photosynthetic and respiration rate were measured by the oxygen incubation technique (Vollenweider, 1974) after the concentration procedure described and validated in Macedo et al. (1998). This procedure was carried out to guarantee phytoplankton concentrations in the incubation vessels high enough to allow the usage of the oxygen technique after short incubation periods. It consisted of using a towing net with three filtering cones with different gauze (200, 41 and 15 μm) nested inside each other. Photosynthetic parameters were calculated from the P–E curves obtained (see Macedo et al., 2002).

2.3. Model description

For each of the considered ecosystems a vertically resolved, one-dimensional, hydrodynamic-biological coupled model was used. This model is similar to the one described by Duarte and Ferreira (1997) and was implemented using an object-oriented programming (OOP) approach by means of the EcoWin software (Ferreira, 1995). The hydrodynamic sub-model used in this work was described by Price et al. (1986) and applied by Janowitz and Kamykowski (1991). Solar and long wave radiation, sensible and latent heat transfers across the surface and wind speed are used as forcing functions for the model. In the hydrodynamic sub-model, energy exchanges influence water temperature and therefore water density, with implications on water column stability. Wind speed exerts drag at the surface thereby increasing mixing. In the biological sub-model, photosynthetically active radiation (PAR) forces primary productivity. Estimation of irradiance and radiation fluxes between the sea and the atmosphere is based on the formulations described in Brock (1981) and Portela and Neves (1994).

The Eilers and Peeters’s equation (1988) was used to simulate primary productivity as a function of irradiance (Eq. (10)): $P_{\text{light}} = \frac{E}{aE^2 + bE + c}$

where $P_{\text{light}}$ is the light limited primary productivity $(h^{-1})$, $E$ the irradiance level $(\mu E m^{-2} s^{-1})$ and $a, b$ and $c$ are the adjustment parameters. By differentiating the Eilers and Peeters (1988) model as a function of irradiance, initial slope ($\alpha$), optimal irradiance level ($E_{\text{opt}}$) and maximum productivity ($P_{\text{max}}$) can be expressed as a function of $a, b$, and $c$:

$$\alpha = \frac{1}{c}$$

$$E_{\text{opt}} = \sqrt{\frac{c}{a}}$$

$$P_{\text{max}} = \frac{1}{b + 2\sqrt{ac}}$$

The model uses the depth-integrated version of Eq. (10), divided by the height of each vertical layer, in order to compute average productivity (Eq. (14)). The analytical solutions described in Eilers and Peeters (1988) were used to solve this equation:

$$\mathcal{P}_{\text{light}} = \frac{1}{z} \int_{z_{\text{top}}}^{z_{\text{bottom}}} E_{\text{top}} \exp(-kz) dz$$

where $\mathcal{P}_{\text{light}}$ is the depth integrated, light limited primary productivity $(h^{-1})$, $z$, $z_{\text{top}}$ and $z_{\text{bottom}}$ represent the height (m) of each layer, the depth at layer top and...
the depth at layer bottom, respectively, and \( k \) is the light extinction coefficient within each layer (m\(^{-1}\)).

In this work, some changes to Eilers and Peeters (1988) model were introduced to account for the dynamic aspects of the P-E curves. The photoinhibition parameter \( a \) is recalcualted as a function of exposure time to critical irradiance (above the optimal irradiance) according to the DYPHORA model described in Pahl-Wostl and Imboden (1990):

\[
a(t) = \left(1 - \exp\left(-\frac{t}{t_i}\right)\right) a
\]

where \( a(t) \) is the parameter \( a \) expressed as a function of time, \( t \) the time exposure to a irradiance above \( E_{opt} \) and \( t_i \) is the irradiance inhibition decay time. The value of \( a \) in the second member of Eq. (15) corresponds to fully developed photoinhibition. It was assumed that the recovery from photoinhibition takes the same time as the development of inhibition. This recovery was also calculated from Eq. (15) except that, in this case, it depended on the time under sub-critical irradiance level after the last exposure to critical irradiance. In static simulations the parameter \( a \) was constant, whereas in dynamic simulations it was calculated from Eq. (15) as a function of time under photoinhibiting light.

Nitrogen was considered as the limiting nutrient (e.g. Fasham et al., 1990) following studies conducted in the Mid-Atlantic Ridge, west of the Azores. According to Pahl-Wostl and Imboden (1990), its effect following studies conducted in the FCA model, 63 vertical layers were considered, each with 4 m depth, to simulate a 252 m water column. Mean vertical profiles of nitrate concentration, phytoplankton biomass and water temperature, calculated from in situ measurements (Macedo et al., 2001) were used to set the initial conditions for simulations. Simulations were also carried out without wind and with a moderate wind velocity of 10 m s\(^{-1}\). The average gross primary productivity (GPP) was calculated for each simulation. The time step used in models was calculated, for each ecosystem, as described in Powell et al. (1984).

2.3.1. Oceanic model

For the FCA model, 3 vertical layers were considered, each with 4 m depth, to simulate a 252 m water column. Mean vertical profiles of nitrate concentration, phytoplankton biomass and water temperature, calculated from in situ measurements (Macedo et al., 2001) were used to set the initial conditions for simulations (Fig. 2).

\[ P = \frac{\text{Turk}(Q_{\text{NO}_3} + Q_{\text{NH}_4})}{18} \]

Respiration (R) was computed as a fixed fraction of primary productivity during the day (30%) and as a fixed rate of phytoplankton biomass (10%) during the night. Exudation was calculated as a constant fraction (5%) of primary productivity. The C:Chla ratio was assumed constant and equal to 35 mg C mg Chla\(^{-1}\). All these values are within the ranges referred in the literature (e.g. Parsons et al., 1984; Baretta and Ruardij, 1988; Jørgensen et al., 1991). Phytoplankton biomass (B) changes over time were computed by the sum of all gain and loss processes referred above, and from vertical transport computed using the physical sub-model.

All model simulations were performed using static and dynamic P-E formulations with and without nutrient limitation, for a period of 3 days. Simulations were also carried out without wind and with a moderate wind velocity of 10 m s\(^{-1}\). The average gross primary productivity (GPP) was calculated for each simulation. The time step used in models was calculated, for each ecosystem, as described in Powell et al. (1984).

In all simulations, a value of 2 mmol m\(^{-3}\) was assumed for the half-saturation constant for nitrogen limitation (Caplanq, 1990; Lalli and Parsons, 1993).

Finally, the nitrogen and light limited productivity \( (P_{\text{NL}}) \) is given by

\[ P_{\text{NL}} = \frac{\text{Turk}(Q_{\text{NO}_3} + Q_{\text{NH}_4})}{18} \]

where \( Q_{\text{NO}_3} \) and \( Q_{\text{NH}_4} \) are the nitrogen and ammonium uptake, respectively, measured in the water, \( K_{\text{NO}_3} \) and \( K_{\text{NH}_4} \) the half-saturation constant for nitrate uptake and ammonium inhibition of nitrate uptake (Fasham et al., 1990).
order to reproduce the light irradiance observed during sampling.

2.3.2 Arrábida model

Thirty vertical layers were considered, each with 0.5 m depth, to simulate a 15 m water column. The values used to initialise the model regarding phytoplankton biomass, salinity, temperature and nutrient concentrations are presented in Table 4 and were determined by Macedo et al. (2002).

For this ecosystem, three sets of simulations were done. Each was based on results from three different P–E experiments, hereafter referred as Coasts I, II and III – made in summer, autumn and spring, respectively. The parameters of the P–E curves were determined experimentally using incubation periods from 30 to 180 min (Macedo et al., 2002). P–E equation parameters are presented in Table 5. The model time step used was 0.02 h and all the simulations were performed over a period of 3 days.

2.3.3 Estuarine model

The estuarine model is similar to those mentioned above. Twenty-three vertical layers were considered.

Table 3

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>k (light extinction coefficient) (m$^{-1}$)</td>
<td>0.1</td>
</tr>
<tr>
<td>t (light inhibition decay time) (h$^{-1}$)</td>
<td>1</td>
</tr>
<tr>
<td>$P_{max}$ (maximum production rate) (h$^{-1}$)</td>
<td>0.016</td>
</tr>
<tr>
<td>$a$ (initial slope) (mg C mg Chla$^{-1}$ h$^{-1}$ m$^{-1}$)</td>
<td>0.10</td>
</tr>
<tr>
<td>$I_{opt}$ (optimal irradiance) (µmol m$^{-2}$ s$^{-1}$)</td>
<td>87.4</td>
</tr>
<tr>
<td>Latitude (°)</td>
<td>34.5</td>
</tr>
<tr>
<td>Simulation days</td>
<td>202–205</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>Parameters used in the FCA model simulations (see text)</th>
<th>Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chla (mg m$^{-3}$)</td>
<td>I</td>
</tr>
<tr>
<td>Temperature (°C)</td>
<td>18.5</td>
</tr>
<tr>
<td>Salinity</td>
<td>34.5</td>
</tr>
<tr>
<td>Nitrate + nitrite (mmol m$^{-3}$)</td>
<td>1.8</td>
</tr>
<tr>
<td>Ammonia (mmol m$^{-3}$)</td>
<td>2.0</td>
</tr>
</tbody>
</table>
Table 5
Parameters used in the Arrábida coast model simulations (see text)

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k ) (light extinction coefficient) (m(^{-1} ))</td>
<td>0.2</td>
</tr>
<tr>
<td>( t_i ) (irradiance inhibition decay time) (h)</td>
<td>3.45 for I, 2.5 for II, 0.55 for III</td>
</tr>
<tr>
<td>( P_{\text{max}} ) (maximum productivity) (h(^{-1} ))</td>
<td>0.439 for I, 0.301 for II, 0.781 for III</td>
</tr>
<tr>
<td>( \alpha ) (initial slope) (mg C mg Chla(^{-1} ) h(^{-1} ))</td>
<td>0.14 for I, 0.11 for II, 0.26 for III</td>
</tr>
<tr>
<td>( I_{\text{opt}} ) (optimal irradiance) (µmol m(^{-2} ) s(^{-1} ))</td>
<td>219 for I, 220 for II, 425 for III</td>
</tr>
<tr>
<td>Latitude (°)</td>
<td>38</td>
</tr>
<tr>
<td>Simulation days</td>
<td>255–258 for I, 265–268 for II, 110–113 for III</td>
</tr>
</tbody>
</table>

Table 6
Initial conditions used in the estuarine model (see text)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chla concentration (mg m(^{-3} ))</td>
<td>10.91</td>
</tr>
<tr>
<td>Temperature (°C)</td>
<td>17.0</td>
</tr>
<tr>
<td>Salinity</td>
<td>25.0</td>
</tr>
<tr>
<td>Nitrate concentration (mmol m(^{-3} ))</td>
<td>4.31 (surface layer), 2.90 (bottom layer)</td>
</tr>
<tr>
<td>Ammonia concentration (mmol m(^{-3} ))</td>
<td>13.45 (surface layer), 12.30 (bottom layer)</td>
</tr>
</tbody>
</table>

Table 7
Parameters used in estuarine model simulations (see text)

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k ) (light extinction coefficient) (m(^{-1} ))</td>
<td>3.4</td>
</tr>
<tr>
<td>( t_i ) (irradiance inhibition decay time) (h)</td>
<td>1</td>
</tr>
<tr>
<td>( P_{\text{max}} ) (maximum productivity) (h(^{-1} ))</td>
<td>0.351</td>
</tr>
<tr>
<td>( \alpha ) (initial slope) (mg C mg Chla(^{-1} ) h(^{-1} ))</td>
<td>0.114</td>
</tr>
<tr>
<td>( I_{\text{opt}} ) (optimal irradiance) (µmol m(^{-2} ) s(^{-1} ))</td>
<td>353.1</td>
</tr>
<tr>
<td>Latitude (°)</td>
<td>38.5</td>
</tr>
<tr>
<td>Simulation days</td>
<td>105–108</td>
</tr>
</tbody>
</table>

Each with 0.1 m depth, to simulate a 2.3 m water column. The phytoplankton biomass, salinity and temperature measured in situ were used to initialise the model (Table 6). For nitrogen concentration, two different layers were considered: one between the surface and 1.1 m depth and another below 1.1 m. The P–E curve parameters were determined experimentally using two incubation periods: 30 and 120 min (Macedo et al., 2002). Table 7 shows the parameters used in this model. The model time step was 2 × 10\(^{-4} \) h. All the simulations were performed over a period of 3 days.

3. Results

3.1. FCA model

The average vertical profiles of water temperature calculated using the model, with and without vertical mixing, are presented in Fig. 3a. This figure shows results for the top 130 m being both profiles similar below 45 m depth. Surface temperature values are equal in both simulations (22.9 °C) as expected, since water and air temperature are at equilibrium in this layer. Between 5 and 45 m, the temperature profiles are very different: when vertical mixing is not considered a sub-surface temperature maximum (24.2 °C) occurs at about 8 m whereas, when water mixing is simulated a thermostat (close to 23 °C) appears from the sub-surface down to 20 m depth. Below this depth, between 25 and 45 m, a marked thermocline with about 3 °C of variation is observed. This vertical mixing water temperature profile is very similar to the one observed in the field (see Fig. 2). When mixing is not considered, a thermocline with about 4.5 °C of variation is observed between 8 and 45 m.

Average GPP calculated from the Oceanic model with and without nitrogen limitation, is also presented in Fig. 3b and c. Dynamic simulations were carried out with and without vertical mixing. Since the GPP is close to zero below 100 m depth, the figure only shows the GPP vertical profile of the upper 130 m. Dynamic simulations present higher GPP values than the static simulations but only in the surface layers, down to 40 m depth. At greater depths, the differences between dynamic and static simulations do not exist. The GPP vertical profiles obtained by the static and dynamic simulations in the surface layers (above 40 m) are very different. The maximum productivity when using static simulations occurs deeper (at about 20 m depth) than in dynamic simulations (at about 5 and 10 m).

At surface layers, phytoplankton photoinhibition occurs both in static and dynamic simulations without mixing. The absence of photoinhibition in dynamic simulations with mixing was expected, since
Fig. 3. Average vertical profiles of water temperature calculated from the Oceanic model (a) and average GPP, with and without vertical mixing, calculated with the Oceanic model; (b) without nitrogen limitation; (c) with nitrogen limitation (see text).
Table 8

<table>
<thead>
<tr>
<th>Model</th>
<th>Static</th>
<th>Dynamic without mixing</th>
<th>Dynamic with mixing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without nutrient limitation</td>
<td>6.83</td>
<td>7.59</td>
<td>7.58</td>
</tr>
<tr>
<td>With nutrient limitation</td>
<td>4.44</td>
<td>4.92</td>
<td>4.92</td>
</tr>
</tbody>
</table>

phytoplankton cells do not stay at surface layers long enough for photoinhibition to develop.

Water column integrated GPP values presented in Table 8 are similar to those reported by Macedo et al. (2001) for the 15 MW of the FCA. A reduction of water column GPP due to nitrogen limitation is observed both in static and dynamic simulations (Table 8). Nevertheless, the vertical profiles of static and dynamic simulations are similar with and without nitrogen limitation (Fig. 4b and c). Although water column GPP obtained using the dynamic model was higher than that obtained with the static model, these differences are small (about 10%). The GPP reduction due to nutrient limitation (about 35%) is greater than the differences observed between static and dynamic simulations.

3.2. Arrábida coast model

Vertical profiles of water temperature calculated with the model, with and without vertical mixing, are presented in Fig. 4. A well-mixed water column is obtained when vertical mixture is imposed. The temperature ranges from 18.6 °C, at the surface layer, to 18.5 °C, at the bottom layer. In this shallow coastal area, the depth of the mixed layer is the same as the total depth (15 m). When no vertical mixing is simulated, the water column becomes stratified with a thin and cold water mass at the surface due to the cooling effect of air temperature. The layer below is the warmer one. These temperature profiles are similar to the ones obtained for the FCA model in the upper layers, down to 20 m depth (Fig. 3a).

Fig. 5 shows average GPP as a function of depth obtained from the three simulation sets of the Arrábida model. GPP is greater than zero throughout the whole water column. All dynamic simulations showed higher GPP values than the static ones. Furthermore, the vertical GPP profiles from static and dynamic simulations are completely different. The maximum GPP layer observed using the static simulations occurs at around a 7 m depth in Coastal I, 6 m in II and 3.5 m in III, whereas the dynamic simulations presented maximum GPP near surface (Fig. 5). All static simulations exhibited photoinhibition at surface layers but this is not apparent in the dynamic simulations. Dynamic simulations with and without mixing were very similar. However, vertical mixing induced a small increase in GPP at the surface layers of the water column (until 1.5 m).

Water column GPP values, with and without nitrogen limitation, are presented in Tables 9 and 10. The reduction in GPP from the dynamic to the static simulation is quite large and it ranges from 21 to 71%, depending on the experiment (Coastal I, II or III). The smaller difference is found in Coastal III and it is due to the small $t$ value (0.55 h). The GPP reduction of water column primary production due to nitrogen limitation ranged from 45 to 55%.
3.3. Estuarine model

Average vertical profiles of water temperature, with and without vertical mixing, are presented in Fig. 6a. These water temperature profiles are very similar to the ones obtained with the Arrábida coast model simulations. A well-mixed water column is obtained when vertical mixture is simulated. Temperature ranged from 19.0°C, at the surface layer, to 18.75°C, at the bottom layer. This is a shallow ecosystem (2.3 m) and the

### Table 9

<table>
<thead>
<tr>
<th>Model</th>
<th>Static</th>
<th>Dynamic without mixing</th>
<th>Dynamic with mixing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coastal I</td>
<td>75.14</td>
<td>270.90</td>
<td>271.05</td>
</tr>
<tr>
<td>Coastal II</td>
<td>18.52</td>
<td>41.89</td>
<td>41.91</td>
</tr>
<tr>
<td>Coastal III</td>
<td>204.10</td>
<td>259.67</td>
<td>259.66</td>
</tr>
</tbody>
</table>

### Table 10

<table>
<thead>
<tr>
<th>Model</th>
<th>Static</th>
<th>Dynamic without mixing</th>
<th>Dynamic with mixing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coastal I</td>
<td>39.40</td>
<td>142.0</td>
<td>142.1</td>
</tr>
<tr>
<td>Coastal II</td>
<td>9.52</td>
<td>21.5</td>
<td>21.5</td>
</tr>
<tr>
<td>Coastal III</td>
<td>89.07</td>
<td>113.3</td>
<td>113.3</td>
</tr>
</tbody>
</table>
Fig. 6. Average vertical profiles of water temperature (°C) obtained from the estuarine model simulations (a) and average gross primary productivity (GPP), with and without vertical mixing, calculated from the estuarine model: (a) without nitrogen limitation; (b) with nitrogen limitation (see text).
Table 11

<table>
<thead>
<tr>
<th></th>
<th>Static</th>
<th>Dynamic without mixing</th>
<th>Dynamic with mixing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without nutrient limitation</td>
<td>50.95</td>
<td>70.39</td>
<td>70.42</td>
</tr>
<tr>
<td>With nutrient limitation</td>
<td>44.3</td>
<td>61.25</td>
<td>61.26</td>
</tr>
</tbody>
</table>

When no vertical mixing is simulated, the water column becomes stratified. GPP results obtained using the estuarine model are presented in Fig. 6b and c. The dynamic simulation presented higher GPP values than the static simulation. The vertical GPP profiles from static and dynamic simulations are completely different above 0.8 m depth. In static simulations, a surface photoinhibition is observed and a maximum GPP layer is found at 0.3 m, whereas in the dynamic simulations a maximum GPP occurs near the surface (Fig. 6b and c). Below 0.8 m the differences between static and dynamic simulations disappear since the initial slope of the \( P-E \) curves is the same. In this estuarine area, the water column is very turbid and the photic depth reaches only 1.35 m depth. Below 1.70 m GPP is close to zero.

Table 11 presents water column GPP. Dynamic simulation with vertical mixing resulted in slightly higher GPP values than without vertical mixing. This small increase is due to the higher GPP at the surface layers of the water column. The static simulation GPP values are 27% lower. Nitrogen limitation reduced GPP both in the dynamic and in the static simulations (Table 11). However, the difference in GPP observed between static and dynamic simulations is greater than the difference due to nitrogen limitation (about 13%).

4. Discussion

In the FCA model, vertical mixing did not induce significant changes in water column GPP. The reduction in near surface GPP observed in the simulations without vertical mixing is due to photoinhibition (Neale, 1987; Long et al., 1994). This resulted from the combination of a low \( E_{opt} \) (87.4 \( \mu \)E m\(^{-2}\) s\(^{-1}\)) with a high water transparency and a low light extinction coefficient (0.1 m\(^{-1}\)).

Photoinhibition observed in the static simulation was larger than in the dynamic simulation. This was expected, since photoinhibition is calculated as a function of the exposure time spent above \( E_{opt} \) in the dynamic simulation (see Eq. (15)), whereas in static simulation photo-inhibition develops instantaneously. Vertical mixing in the dynamic simulation reduces photoinhibition near the surface by reducing the time exposure of phytoplankton to high irradiance levels (Duarte and Ferreira, 1997). At the same time, vertical mixing also transports photoinhibited cells to deeper layers, changing population parameters and therefore reducing productivity in those layers. Moreover, \( P_{max} \) increases with a decrease in \( \alpha \) (photoinhibition parameter) as can be seen from Eq. (13), therefore, when phytoplankton is exposed to a critical irradiance for a short period of time, GPP may be higher than expected when measured for the same irradiance after a long incubation period.

The small differences in the water column predicted GPP, between static and dynamic simulations in the FCA model (about 10%), are explained by the fact that primary production occurs until around 100 m depth but the differences between the vertical GPP profiles are only observed in the first 40 m. At greater depths, there is no distinction in GPP between dynamic and static simulations since the initial slope of the \( P-E \) curves is independent of the photoinhibition parameter (see Eq. (11)).

In the Arrabida and estuarine models (Figs. 4 and 5) surface photoinhibition was only observed in static simulations. This static GPP profile is in accordance with the results observed experimentally by several authors (e.g. Harris and Lott, 1973; Marra, 1978; Goldman and Dennett, 1984), when water samples are held in bottles at or near surface (under high light conditions) for a period of hours. However, when phytoplanktonic cells are exposed to a critical irradiance for a short period, primary productivity is higher than when measured for the same light intensity after the incubation of the phytoplankton for a period of a few hours (Marra, 1978; Macedo et al., 1998). The GPP vertical profiles obtained by the static simulation may overestimate photoinhibition, since in natural populations, phytoplankton cells do not stay at the same depth for longer periods. The results obtained in this work are in accordance to those reported by several authors
Nitrogen limitation influenced both static and dynamic simulations in the same way by reducing GPP without changing its vertical pattern. It is also important to notice that there were three cases (estuarine model and Coasts I and II of Arrábida model) in which the differences in phytoplankton production between static and dynamic simulations were larger than the differences imposed by nutrient limitation.

For all three ecosystems considered, GPP results from static simulations were always lower than those obtained using dynamic simulations. The magnitude of this difference ranges from 10 to 72% and it appears to be dependent not only on the ecosystem characteristics (e.g. depth, light extinction coefficient, etc.) but also on the P–E curve parameters, especially the $t_i$ parameter.

The important difference of this parameter can be clearly seen in the Arrábida coast model results (Fig. 5 and Table 9). In this model, a lower $t_i$ value (Coastal III), leads to a smaller difference between static and dynamic simulations. When the exposure time to an irradiance above $E_{app}$ is larger than the photoinhibition development time ($t_e$), the $a(t)$ parameter converges to $a$, which corresponds to full development of photoinhibition. Nevertheless, it is important to note that in natural conditions, there are many other mechanisms that may influence vertical GPP. For instance, the C:Chla rate is assumed constant in this work, but it may change with temperature, light intensity and nutrient concentration (Cloern et al., 1995). In the estuarine model, vertical mixing is simulated as being only dependent on the wind, but in natural conditions it is mostly influenced by tidal currents and river flows. These will probably have a much stronger effect in reducing the exposure time of phytoplankton cells to inhibiting light intensity. These aspects were not considered in this paper since the aim of the present work was to keep the models as simple as possible in order to highlight the differences between static and dynamic simulations.

The results presented in this work suggest the importance of considering the variability of P–E parameters in photosynthesis modelling. This implies increasing the physiological detail of models. Some authors argue that more physiological detail does not necessarily improve the performance of ecosystem models (e.g. Fulton et al., 2004), in clear opposition to our results.

There is an emergent modelling approach using dynamic formulations for model parameters – Structurally Dynamic Modelling (Jørgensen and Bendoricchio, 2001). According to these authors, in these models, parameters are changed according to some goal function, such as the maximum power principle, ascendancy or exergy. Therefore, the use of P–E dynamic formulations is well within the spirit of recent developments in ecological modelling, with the difference that parameters are calculated in a determinist way, whereas in models using goal seeking functions, typically (e.g. Zhang et al., 2003, 2004), new parameter combinations are chosen by trial and error, to maximize the goal seeking function. The two approaches are not incompatible and may be used in the same model for different parameters, according to available knowledge on their mutual covariance and/or quantitative relationships and between them and environmental conditions.

5. Conclusions

In this work, three one-dimensional vertical models were elaborated as simply as possible, to investigate the differences between predicted GPP using a static and a dynamic P–E formulation. Dynamic simulations showed GPP values higher than those predicted using static models.

The overall results presented here suggest that primary production estimates, obtained through the assumption of a static behaviour of the photosynthetic parameters in response to light, may underestimate real values, with potential implications in global production estimates. The quantitative importance of this underestimation appears to be more important in coastal areas and in estuaries (21–72%) than in oceanic waters (10%). Considering only the coastal ecosystems global phytoplankton primary production estimates (between 8.9 and 14.4 Gt C y$^{-1}$ (Longhurst et al., 1995)) and assuming that these values are underestimated by only 30%, phytoplankton carbon fixation in coastal areas may lie between 12.7 and 20.6 Gt C y$^{-1}$. These values correspond to an increase in global primary production, of 3.8–6.2 Gt C y$^{-1}$. Ignoring this increase would be the same as, for instance, ignoring the overall Indic Ocean phytoplankton primary production, estimated between 4.7 and 6.5 Gt C y$^{-1}$ by Berger et al. (1987) and Longhurst et
al. (1995). Moreover, this range of values is higher than the missing carbon sink of 1.6 Gt C \( \pm 1 \) (Sundquist, 1993; Mann and Lazier, 1996). Although these calculations are merely speculative, they help us understand the potential importance of considering the dynamic behaviour of the photoinhibition parameters in GPP estimates, when the \( P-E \) relationship is used in mathematical models. The drawbacks of using dynamic \( P-E \) models are their larger number of parameters, requiring more detailed photosynthetic studies, and the larger computation time, that should be considerable smaller than the time scales of dynamic processes.
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